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Abstract

Charge density waves (CDW) are a phenomenon that has garnered attention in
the condensed matter physics community due to their intricate interplay between
electronic, structural, and thermal properties in various materials. CDW are char-
acterized by periodic modulations in the material’s electron density, which can be
formed altogether with lattice distortions. Interestingly, these density waves can
take different forms, depending on the crystal symmetry and local coupling between
the electronic and lattice degrees of freedom. Therefore, perturbations in the crystal
symmetry act as a tuning parameter to selectively break local electronic and lattice
symmetries and may lead to changes in the properties of the materials. Nowa-
days, studies under uniaxial pressure can provide such tunability. In this thesis,
we use this tool combined with the AC-elastocaloric effect and electrical transport
probes to study the effect of uniaxial pressure on two charge density wave systems,
namely, La3Co4Sn13 and ScV6Sn6. In La3Co4Sn13 We demonstrate the unconven-
tional behavior of these states under uniaxial pressure, which markedly contrasts
with previous measurements under hydrostatic pressure. Our study reveals a poten-
tial connection between the charge density wave (CDW) and superconducting states
with the anisotropy in the electronic structure. It also uncovers a possible domain
physics of the CDW order for measurements along the ordering vector. In ScV6Sn6

we found a substantial anisotropy between in-plane and out-of-plane thermal ex-
pansion coefficients. Our electrical resistivity measurements under c-axis uniaxial
stress reveal a fast suppression of the CDW transition followed by a change in the
CDW character for σc > 1 GPa. Isotherm resistance versus c-axis uniaxial stress
measurements unveil a secondary kink preceding the main transition, which persists
down to lower temperatures. Our findings suggest a stress-induced modification of
the CDW order in ScV6Sn6 and highlight the importance of c axis lattice parameter
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for tuning the CDW order in this material. Additionally, we report the growth of
ScV6Sn6 single-crystalline samples with c-axis rod shapes, which are suitable for
measurements under uniaxial pressure.
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Resumo

Ondas de densidade de carga (CDW) são um fenômeno que tem atráıdo atenção
na comunidade de f́ısica da matéria condensada devido à sua complexa interação
entre propriedades eletrônicas, estruturais e térmicas em vários materiais. CDWs
são caracterizadas por modulações periódicas na densidade de elétrons do material,
que podem ser formadas juntamente com distorções na rede cristalina. Interessante-
mente, essas ondas de densidade podem assumir diferentes formas, dependendo da
simetria do cristal e do acoplamento local entre os graus de liberdade eletrônicos e
da rede. Portanto, perturbações na simetria do cristal atuam como um parâmetro
de ajuste para romper seletivamente as simetrias eletrônicas e da rede locais e po-
dem levar a mudanças nas propriedades dos materiais. Atualmente, estudos sob
pressão uniaxial podem proporcionar tal ajustabilidade. Nesta tese, utilizamos essa
ferramenta combinada com o efeito AC-elastocalórico e sondas de transporte elétrico
para estudar o efeito da pressão uniaxial em dois sistemas de ondas de densidade
de carga, a saber, La3Co4Sn13 e ScV6Sn6. Em La3Co4Sn13, demonstramos o com-
portamento não convencional desses estados sob pressão uniaxial, que contrasta
marcadamente com medições anteriores sob pressão hidrostática. Nosso estudo rev-
ela uma conexão potencial entre os estados de onda de densidade de carga (CDW)
e supercondutividade com a anisotropia na estrutura eletrônica. Ele também revela
uma posśıvel f́ısica de domı́nios da ordem CDW para medições ao longo do vetor
de ordenamento. Em ScV6Sn6, encontramos uma anisotropia substancial entre os
coeficientes de expansão térmica no plano e fora do plano. Nossas medições de re-
sistividade elétrica sob estresse uniaxial no eixo c revelam uma rápida supressão da
transição CDW seguida por uma mudança no caráter da CDW para σc > 1 GPa.
Medições de resistência isotérmica versus estresse uniaxial no eixo c revelam uma
torção secundária precedendo a transição principal, que persiste até temperaturas
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mais baixas. Nossos achados sugerem uma modificação induzida por estresse na
ordem CDW em ScV6Sn6 e destacam a importância do parâmetro de rede do eixo
c para ajustar a ordem CDW neste material. Adicionalmente, relatamos o cresci-
mento de amostras monocristalinas de ScV6Sn6 com formas de bastão no eixo c, que
são adequadas para medições sob pressão uniaxial.
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Chapter 1 – Introduction

Chapter 1

Introduction

The collective phenomena of charge density waves (CDW) have been studied for over
a century, and its relationship with the material’s properties is a subject of great
interest in condensed matter physics. Such electronic modulations commonly arise in
the normal state of conventional or unconventional superconductors. They can either
compete or coexist with the superconducting state, and this interplay is usually
studied using hydrostatic pressure and/or chemical substitution. There are several
examples in the literature where the CDW can be suppressed using hydrostatic
pressure and chemical doping, and, as a counterpart, the superconducting state is
enhanced [1, 2, 3]. Among these examples, one can find a variety of materials such
as ceramic High-Tc superconductors, intermetallic, and layered systems [4, 5, 6].
Therefore, comprehensive studies on the CDW state properties are desirable to
understand this ordered state’s role in the emergence of superconducting states.
Despite the significant advantages of hydrostatic pressure studies, since the pressure
is equally applied in all crystallographic directions, it cannot reveal any symmetry-
related dependence of the CDW or superconductor order parameter. On the other
hand, uniaxial pressure has proved to be a powerful tool to reveal symmetry-related
dependencies of the order parameter of exotic phases, such as in multi-component
superconductors and nematic transitions, in which the order parameter can couple
to the uniaxial pressure in different ways [7, 8, 9]. In CDW systems, it is known
that the charge order can break the transitional symmetry, which, in consequence,
creates a strong anisotropy in the material’s properties [10, 11, 12]. This makes the
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Chapter 1 – Introduction

use of uniaxial pressure extremely useful to fully understand the phase diagram of
compounds presenting phase transitions of this nature.

Long-ranged CDW have remarkable signatures in most of the physical charac-
terization techniques frequently available in modern condensed matter laboratories,
such as heat capacity, electrical transport, magnetic susceptibility, and X-ray diffrac-
tion. However, combining these techniques with the use of uniaxial pressure cells
is not always trivial work, which makes the use of this experimental tool often fo-
cused on electrical transport, with a few research groups actively engaged in this
research domain. However, with the improvement of uniaxial strain/stress cells
[13], the newly developed AC elastocaloric effect (AC-ECE) measurements brought
a new perspective to studying thermodynamic signatures under uniaxial pressure
and the dependence of the elastocaloric signal with uniaxial pressure can bring new
information regarding the nature of the transition and its dependence on the sym-
metries of the system. With the high signal-to-noise ratio compared with other AC
techniques [14], AC-ECE has been used to study the thermodynamic signatures of
phase transitions under uniaxial pressure in various materials [15, 16, 17]. Here,
we are focused on the use of electrical transport and AC elastocaloric effect under
uniaxial pressure to study two CDW intermetallic systems: La3Co4Sn13 (3-4-13)
and ScV6Sn6 (1-6-6). The first compound (3-4-13) is a cubic system that presents
a CDW transition around TCDW ∼ 145 K and a superconducting state at Tc ∼ 2.7
K [18]. The second compound (1-6-6) is a newly discovered Kagome material [19],
with a long-ranged CDW transition at TCDW ∼ 84–93 K and a short-ranged CDW
that appear at room temperature and seems to compete with the long-range order
once the latter emerges [20].

This thesis is organized in six chapters. In chapter 2 are shown the main theo-
retical aspects to understand and analyze our results. The chapter 3 describes the
main experimental techniques used in this work.

Throughout the chapter 4, we present the study of the 3-4-13 compound under
uniaxial pressure. Probing the superconducting and CDW transition using elec-
trical resistivity measurements and AC-ECE. In the 3-4-13 compound, we found
striking differences in the dependence of CDW and SC states between hydrostatic
and uniaxial pressure at different crystallographic directions, with the supercon-
ducting transition being suppressed for three high symmetry directions, [100], [110],
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and [111] at different rates in the later. Along [110] direction we observe a possible
signature of CDW domain physics.

Chapter 5 illustrates the results on 1-6-6 compound, studied using heat capacity,
thermal expansion and the effects of c-axis uniaxial and hydrostatic pressure on the
CDW transition. We observe that CDW transition is suppressed more rapidly for
pressures along the c-axis than for hydrostatic pressure. An important anisotropy
between the in-plane and out-of-plane components of the thermal expansion coeffi-
cient was found. We discuss two possible scenarios to explain the observed results,
one based on the competing CDW correlations and the other based o the rich nature
of the electronic structure of this compound.

In the appendix A, we briefly describe the Dark-field X-ray microscopy (DFXM)
technique, used to explore another intermetallic CDW compound, Sr0.4Ca0.6Rh4Sn13.
We show preliminary results on exploring this new synchrotron-based image tech-
nique to study the domain physics of the CDW across the superconducting transi-
tion in this material. Due to the complexity of the data analysis this study is not
complete, and was not included in the main text of the thesis.

The Appendix B shows a list of the articles related to this thesis, and in appendix
C, the articles from collaborations during the PhD.
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Chapter 2

Theoretical Framework

In this chapter will be given a general overview of the theoretical aspects cover-
ing charge density waves in solids, superconductivity and the concepts of uniaxial
pressure.

2.1 Charge density waves

Peierls and Fröhlich [15, 22] introduced the concept of charge density waves (CDW)
in one-dimensional (1D) systems. It was postulated that a metallic system confined
to one dimension would exhibit instability at low temperatures, leading to periodic
lattice distortion and the emergence of a gap in the electronic spectrum. It was
demonstrated that this lattice distortion would induce a modulation in the density
of conduction electrons, a phenomenon known as a charge density wave.

The ground state resulting from this lattice distortion was shown to be ener-
getically favorable for the electron-phonon system. Despite the elastic energy cost
associated with the crystal lattice distortion, the energy gain from the formation
of the electronic spectrum gap outweighed it [23]. Figure 2.1 provides a schematic
representation of the electronic dispersion relation in a one-dimensional lattice with
periodicity a before and after the Peierls transition. Notably, after the transition,
the lattice parameter doubles, creating a periodic structure in the density ρ(x) of
conduction electrons (equation 2.1) with a propagation vector of q = 2kF :
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Figure 2.1: Single-particle electronic band structure in 1D lattice above (A) and
below (B) CDW transition. Figure from reference [23].
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ρ(x) = ρ0 + ρ1cos(2kF x + ϕ), (2.1)

where ρ0 is the density without the presence of modulation, ϕ is a phase, kF is the
Fermi vector, and ρ1 is the amplitude of the modulation, which depends on the gap
(∆) formed in the spectrum.

In the spectrum of a one-dimensional system (as shown in Figure 2.1), the Fermi
surface (FS) is formed by two points connected by a vector q=2kF , characterizing a
condition of perfect nesting. The general definition of FS nesting is when surface re-
gions are connected by the same wave vector q in momentum space. Quantitatively,
Lindhard’s formulation can be used to measure the nesting of the FS. If the real
part of the so-called Lindhard response function χ′(q), also known in the literature
as the nesting function [18], exhibits a divergence at a certain wave vector q, it is
considered a nesting vector. The nesting function is given by:

χ′(q) =
∑

k

f(εk) − f(εk+q)
εk − εk+q

, (2.2)

where f(εk) is the well-known Fermi distribution function, and εk is the energy of
the band at a specific position k in reciprocal space. The divergence in χ′(q) occurs
when various regions of the Fermi surface are connected by the same wave vector
q, resulting in εk → εk+q. Consequently, χ′(q) → ∞. However, this divergence
strongly depends on the system’s dimensionality. In one dimension, nesting is con-
sidered perfect because the Fermi surface, in reality, consists of two fixed points,
causing the divergence in χ′(q) to be much more pronounced than in two or three
dimensions. This is exemplified in Figure 2.2A for an electron gas in 1D, 2D, and
3D, and the instability at q = 2kF , as proposed by Peierls.

Typically, a transition involving charge density waves (CDW) can be elucidated
by employing a model in which the free electron gas interacts with the underlying
lattice via e − ph coupling. The Fröhlich Hamiltonian is often employed to charac-
terize such a model:

Ĥ =
∑

k
εkâ†

kâk +
∑

q
h̄ωqb̂†

qb̂q + g
∑
k,q

(
â†

k+qâkb̂q + â†
kâk+qb̂†

−q

)
, (2.3)
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Figure 2.2: Divergence in the nesting function for different system dimensions (A).
Kohn anomaly in phonon spectrum due to the CDW transition (B). Figure from
reference [29].

the first term is the free electron gas Hamiltonian, where â†
k and âk, are the creation

and annihilation operators for electrons states with energy εk and wave vector k.
The second term is the bare phonon term, b̂†

q and b̂q are the creation and annihilation
operators for phonons with energy h̄ωq and momentum q. The last term describes
the interaction between electrons and phonons with a coupling constant g. The
phonon frequencies can be re-normalized, giving:

ω̃2
q = ω2

q

(
1 + 2g

h̄ωq
χ′(q)

)
, (2.4)

where, χ′(q) is the Lindhard function, mentioned earlier. For a 1D system, the
eq.2.2 it becomes:

χ′(q) = −e2n(εF )ln
∣∣∣∣∣q + 2kF

q − 2kF

∣∣∣∣∣ , (2.5)

e is the electron charge and n(εF ) is the density of states. Combining eq. 2.5 with
the eq. 2.4, one obtains:

ω̃2
q = ω2

q

(
1 − 2ge2n(εF )

h̄ωq

ln

∣∣∣∣∣q + 2kF

q − 2kF

∣∣∣∣∣
)

. (2.6)

As one can see, as q → 2kF the logarithm part diverges, and the phonon fre-
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quency will be reduced, as shown in figure 2.2B. This is the so-called Kohn anomaly,
which is a signature of the Fermi surface in the vibration spectrum [25]. Electronic
excitation with zero energy at q = 2kF will effectively screen any lattice vibration at
this wave vector, creating a dip in the phonon spectrum as the system approaches
TCDW .

The formulation above is grounded in the weak-coupling limit of electron-phonon
(e-ph) interactions, where the coupling term g is q-independent. This entails the
computation of the phonon self-energy at the lowest order, drawing parallels in
mathematical terms with the BCS theory of superconductivity [22, 26]. The theory
predicts that the ratio of the CDW gap to TCDW is 2∆/kBTCDW ≈ 3.52. However,
numerous systems have exhibited substantial ratios that cannot be accounted for
by this approximation. McMillan [26], based on Raman experimental data of the
CDW system 2H-TaSe2, proposed that the elevated ratio suggests an extremely
small correlation length during the transition (a few lattice spacings). This implies
that phonons spanning a broad range in the Brillouin zone will be softened at the
transition, leading to a significantly larger contribution to entropy than electronic
entropy. In 1983, a comprehensive microscopic strong-coupling theory for CDW
was introduced in collaboration with C. M. Varma and A. L. Simons [27]. The
key components of this theory involved the pronounced wave-vector dependency
of electronically induced anharmonicity and phonon mode-mode coupling. Conse-
quently, this interplay results in a reduction in the transition temperature and a
substantial wave-vector-dependent softening of phonons, elucidating the significant
2∆/TCDW ratio and the presence of short correlation lengths. Hence, CDW are
typically divided into two regimes: the weak-coupling scenario, where CDW pre-
dominantly originates from Fermi surface instabilities (primarily electronic), and
the strong-coupling scenario, characterized by intense e-ph interactions. The pri-
mary method for determining the origin of the CDW in a particular material lies in
the measurement of phonon dispersion, serving as the main experimental evidence
for classification. In contrast to the bare electronic susceptibility χ′(q), the phonon
spectrum can be directly observed through experiments employing inelastic neutron
or X-ray scattering. Figure 2.3 illustrates the contrast in phonon softening between
the weak-coupling (A) and strong-coupling (B) regimes around the CDW wave vec-
tor (QCDW ). In the weak-coupling scenario, the anomaly is sharply localized around
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QCDW , whereas in the strong-coupling regime, the softening occurs over an extended
range of Q around QCDW .

Figure 2.3: Phonon softening due to a charge density wave transition in weak- (A)
and strong-coupling (B) regimes. Figure adapted from [28].

In the realm of materials with dimensions greater than 1, the mechanism guiding
a charge density wave transition becomes more complex. It is widely acknowledged
that various pathways exist for a material to undergo such a transition, owing to
the unconventional nature of Fermi surface nesting in high-dimensional materials.
It is noteworthy that this was pointed out by M. D. Johannes and I. I. Mazin [18].
They argued that only a small fraction of the observed charge ordering phase transi-
tions in real materials are true analogs of the Peierls instability, and this is because
the electronic instabilities which may drive a CDW are easily destroyed by even
small deviations from perfect nesting conditions. Moreover, they reinforced the im-
portance of the e − ph coupling for the CDW formation, even for low-dimensional
materials. In real materials, a structural distortion and the appearance of a gap
at the Fermi level occur. However, the inherent complexity of the Fermi surface
may result in a partial Fermi surface reconstruction, affecting the physical proper-
ties differently. For instance, in electrical resistivity measurements as a function of
temperature, ρ(T ), this distinction becomes apparent. As exemplified by the 1D
chain TTF-TCQN [29], a metal-insulator transition is observed (Figure 2.4A). This
behavior is anticipated for Peierls-like CDW with a fully gapped Fermi surface. On
the contrary, compounds like in the quasi-1D NbSe3, an observable upturn initiates
at T = 149 K and a secondary CDW transition at T =59 K (Figure 2.4B), leading to
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Figure 2.4: Resistivity vs. temperature measurements for typical CDW materials.
(A) 1d chain TTF-TCQN (B) 1d chain NbSe3 (C) 2d layered NbSe2. Figure from
reference [29].
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an increase in electrical resistivity. However, post-transition, the material retains its
metallic character, with ρ(T ) decreasing with temperature. A third example is the
2D-layered material NbSe2, where the anomaly in resistivity is even smaller (Figure
2.4C). Thus, the way a CDW transition manifests in transport properties is strongly
dependent of the Fermi surface topology.

In conclusion, the driven forces behind CDW instabilities are extremely material-
dependent. Purely electronic Peierls-like CDW are the less common examples and
the e−ph coupling is widely accepted to play the major role in the CDW formation.

2.2 Thermodynamic signatures of CDW

In thermodynamic measurements like heat capacity and thermal expansion, the
presence of a substantial change in system entropy during the transition manifests
as a characteristic jump-like or step-like feature. These features are observed in many
CDW systems [30, 31, 32, 33]. As a practical example, the figure 2.5A and B shows
the heat capacity and linear thermal expansion measurements of the compound
LaPt2Si2. Where a CDW transition is observed around TCDW = 80 K [32].

One can use the Landau formulation for second-order phase transitions to de-
scribe a CDW phase transformation for T < TCDW . The first terms of the Taylor’s
expansion of the Landau free energy can be written as:

F = F0 + a(T − TCDW )Φ2 + bΦ4, (2.7)

where, F0 is the temperature dependence of the high temperature phase, a and
b are positive phenomenological parameters which depend on the specific nature
of the system and are continuous functions of thermodynamic parameters like the
temperature and Φ is the CDW order parameter. Minimizing the energy with respect
to the order parameter, i.e.,

∂F

∂Φ = 0 = 2a(T − TCDW )Φ + 4bΦ3, (2.8)

and solving for Φ yields two solutions, the order parameter that minimizes the free
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Figure 2.5: Heat capacity (A) and linear thermal expansion (B) measurement along
the a axis of LaPt2Si2. Figure from reference [32].
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energy is:
Φ2 = aTCDW

2b

(
1 − T

TCDW

)
. (2.9)

The entropy and the heat capacity can also be obtained:

S = −∂F

∂T
, (2.10)

CP = T

(
∂S

∂T

)
P

. (2.11)

At T = TCDW there is a discontinuity in CP :

∆CP = a2TCDW

2b
. (2.12)

Considering volume change in the phase transition, one can write the differential
form of Gibbs free energy:

dG = V dP − SdT. (2.13)

In a second order phase transition, theres no discontinuity in the frist derivative of
the free energy:

dG1 = V1dP − S1dT = V2dP − S2dT = dG2. (2.14)

Where 1 and 2 are the two phases, above and below TCDW . Defining the volume
thermal expansion β as:

β = 1
V

(
∂V

∂T

)
, (2.15)

and using β and CP in 2.14, one obtains:

V1β1dP − CP,1

T1
dT = V2β2dP − CP,2

T2
dT. (2.16)

Rearranging this equation, using ∆β = β1 − β2 and ∆CP = CP,1 − CP,2.

∆CP

T
dT = V ∆βdP. (2.17)

At the phase transition, where there is a jump in the thermal expansion and heat
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capacity,
dTCDW

dP
= ∆βTCDW V

∆CP

. (2.18)

This is the so called Ehrenfest relation. Where it relates the pressure dependence
of the transition temperature with the jumps in β and CP at the phase transition.
This can be useful to determine the sensitivity of the phase transition with pressure.
Moreover, unlike the ∆CP , which is always positive. ∆β can have negative sign,
which determines whether the rate dTCDW /dP will be positive or negative, so that
one can tell from heat capacity and thermal expansion measurements if the transition
is suppressed or enhanced under pressure. Different authors commonly use the
uniaxial pressure version of this equation, substituting the volume thermal expansion
β by the linear thermal expansion αi and the pressure P by the pressure applied in
specific directions Pi (uniaxial). This gives:

dTCDW

dPi

= ∆αiTCDW V

∆CP

, (2.19)

where the index i denotes the direction. The relative jump sizes in the thermal
expansion can be used to state which direction the transition temperature is more
sensible to uniaxial pressure. To exemplify the situation where the thermal expan-
sion step has two different sings depending on the crystallographic direction, see the
thermal expansion curves for for LaAgSb2 in figure 2.6. This material has two CDW
transitions (marked by the vertical dashed lines). The thermal expansion feature at
TCDW 1 for αa shows a positive step, while for αc is negative. Since the jump feature
in c is more pronounced than in a, it will dominate the volume thermal expansion
β, shown in the green curve [33]. In conclusion, the thermal expansion and heat
capacity measurements can be useful to determine the pressure sensitivity of CDW
phase transitions [33].
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Figure 2.6: Temperature dependent linear thermal expansion measurements at dif-
ferent crystallographic directions a (black curve) and c (red curve) for LaAgSb2.
The green curve represents the volume thermal expansion β. Figure from reference
[33].
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2.3 Superconductivity

In 1913, the physicist H. K. Onnes made a significant discovery regarding Mercury
(Hg) at low temperatures. When measuring the electrical resistivity as a function of
temperature, he observed a remarkable phenomenon: the resistance of the element
dropped to zero at Tc = 4.2 K [34], as illustrated in Figure 2.7A. Several years later,
W. Meissner and R. Ochsenfeld uncovered another intriguing property. Within the
superconducting state, the material exhibited the expulsion of magnetic flux (behav-
ing as a perfect paramagnet), as depicted in Figure 2.7B. This phenomenon came to
be known as the Meissner effect [35]. If the magnetic field is large enough, above a
certain critical value Hc, the field is allowed to penetrate and the material recovers
the normal state. These observations led to a crucial inference: the superconduct-
ing state constitutes a thermodynamic equilibrium state. Consequently, the state
remains independent of the path that led to its realization. If alterations occur in
the magnetic field or temperature, ultimately, the only conditions that must hold
are T < Tc and H < Hc.

Figure 2.7: (A) Resistance vs temperature of Hg. Figure adapted from original plot
of H. K. Onnes [34]. (B) Schematics of the Meissner effect (Author: Piotr Jaworski;
PioM EN DE PL 22:10, 21 August 2005 (UTC); POLAND/Poznań)
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The inaugural phenomenological theory explicating the observations of Onnes
and Meissner was formulated by the London brothers [36]. They derived an equation
to characterize the properties of superconductors:

∇ × Js = −nse
2

mc
B.

Here, Js represents the supercurrent, −e denotes the electron charge, and ns is
the density of superelectrons. This equation suggests that the application of an ex-
ternal magnetic field induces supercurrents, subsequently nullifying the flux within
the material, explaining the Meissner effect. Despite the comprehensive phenomeno-
logical description, it falls short of explaining the underlying reason for the materials
undergoing such a phase transition.

The resolution to this question came from Bardeen, Cooper, and Schrieffer, who,
in 1957—46 years after Onnes’ discovery—developed the BCS theory for supercon-
ductivity [37]. This theory relies on more rigorous quantum mechanical arguments
and is grounded in the concept of the effective attractive interaction of electrons
mediated by phonons. Despite the inherent repulsiveness of the direct electrostatic
interaction between electrons, lattice vibrations can screen the Coulomb interaction,
resulting in an attractive potential. In the second quantization, they have written
the following Hamiltonian:

H =
∑
k,σ

εkc†
k,σck,σ + 1

N

∑
k,k′

Vk,k′c†
k↑c

†
−k↓c−k↑ck↓. (2.20)

The first term is the kinetic energy of the electrons, c†
k,σ and ck,σ are the creation and

annihilation operators of an electron with momentum k and spin σ. The second term
is the interaction between electrons mediated by phonons and the matrix element
Vk,k′ can be treated in mean field approximation as constant average < Vk,k′ > = V .
From thermodynamic calculations, one can obtain a relation between the effective
attractive potential V and the superconducting transition temperature Tc:

kBTc ≈ 1.13h̄ωce
− 1

N0V . (2.21)

Where N0 is the density of states at the Fermi level and ωc is the Debye phonon
frequency. Another important relation is the ratio between the superconducting gap
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and the transition temperature:

∆(0)
kBTc

= 1.76. (2.22)

The theory also predicts the ratio between the jump in heat capacity ∆C and its
value in the normal state Cn:

∆C

Cn

|T ≈Tc = 1.76. (2.23)

This prediction agrees with the experiments to about 10 percent, the only excep-
tions are the strong-coupled superconductors, such as lead and mercury. All of these
findings effectively characterized traditional type-I superconductors within the weak-
coupling limit. However, there exists another category of superconductors, known as
type-II superconductors, where a mixed phase between normal and superconducting
states occurs. In this class, the applied magnetic field is permitted to partially pen-
etrate the material volume, giving rise to a vortex state. A.A. Abrikosov employed
the Ginzburg-Landau (GL) phenomenological theory to elucidate the characteristics
of type-II superconductors [38]. And using the GL combined with the BCS theory,
one can obtain an equation for the superconducting critical field:

Hc(T ) = 1.74Hc(0)
(

1 − T

Tc

)
. (2.24)

It is also noteworthy to mention the existance of the unconventional supercon-
ductivity. Unconventional superconductors represent a fascinating and complex area
of condensed matter physics, characterized by their unique mechanisms of supercon-
ductivity that deviate from the BCS theory. Unlike conventional superconductors,
where electron pairing (Cooper pairs) is mediated by phonons, unconventional super-
conductors often involve alternative pairing mechanisms such as spin fluctuations or
electronic correlations. These materials exhibit a wide variety of exotic properties,
including high-temperature superconductivity, as seen in cuprates and iron-based
compounds, as well as the presence of unusual symmetries in their superconducting
order parameters. The study of unconventional superconductors is driven by their
potential applications in technology and their ability to provide deeper insights
into quantum mechanical phenomena. Understanding the interplay between their
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electronic, magnetic, and structural properties remains a major scientific challenge,
promising to unlock new principles of physics and paving the way for advancements
in material science and quantum computing [39].

2.4 Strain and Stress

When a material undergoes a load, one can describe the deformation suffered using
two quantities: The stress and strain within the material. The stress measures how
the force is spread in the material in units of N/m2. The strain is the dimensionless
quantity that measures the displacement that occurred due to the applied stress
relative to the material’s original size. The strain within a material can be described
as infinitesimal deformations represented by the deformation vector u, relative to
the object original coordinates x. The strain tensor can be written as:

εij = 1
2

(
∂ui

∂xj

+ ∂uj

∂xi

)
, (2.25)

where the indices i and j represent three orthogonal coordinates. One can explicitly
write the six tensor components as:

εxx = ∂u

∂x
εuv = 1

2

(
∂v

∂x
+ ∂u

∂y

)
,

εyy = ∂v

∂y
εyz = 1

2

(
∂w

∂y
+ ∂v

∂z

)
,

εzz = ∂w

∂z
εxz = 1

2

(
∂w

∂z
+ ∂u

∂z

)
,

(2.26)

where u, v and w are the three components of the deformation vector u and x,
y and z are the coordinates. Therefore the full strain tensor is:

ε =


εxx εuv εxz

εyx εyy εyz

εzx εzy εzz

 . (2.27)

The engineering definitions of normal and shear stress and strain are depicted in
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Figure 2.8: The engineering definitions of normal (A) and shear stress and strain
(B and C.)

figure 2.8A, B, and C. The normal strain is defined as the uniaxial change of the
material length in regarding the force applied in the same direction:

ε = l1 − l0
l0

= ∆l

l0
, (2.28)

and the stress in this case is simply:

σ = F

A
, (2.29)

where F is the applied force and A is the area. For the sear stress (τ) and shear
strain (γ), the following relations are given:

τ = F

A
; tan γ = ∆y

x0
≈ γ. . (2.30)

For low pressures, i.e., within the elastic region and uniaxially deformed material,
the stress σ and strain ε are connected by the Hooke’s law:

σ = Eε, (2.31)

where E is the Young’s modulus. Analogously, for the shear strain/stress τ =
Gγ, where G is the shear modulus. Figure 2.9 shows how these two quantities are
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correlated for an ordinary metal.

Figure 2.9: Stress vs strain curve for an ordinary metal. Figure adapted from
reference [40]

More generally, in three dimensions, E and G are a 6 × 6 tensor, called stiffness
tensor C and the relation between stress and strain become σij = Cijklεkl. There
are, at most, 21 independent components that can be reduced depending on other
symmetry relations in the material. For instance, for a cubic material, there are
only 3 independent components, and the Hooke’s law matrix becomes:



σxx

σyy

σzz

σyz

σxz

σuv


=



C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C11 C12 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44


=



εxx

εyy

εzz

2εyz

2εxz

2εuv


. (2.32)

The components of the stiffness matrix elements are the elastic constants, which
will depend on the materials’ microscopic properties, like chemical bounds, hy-
bridization, etc. Another important quantity to be defined is the Poisson’s ratio
ν, which is the ratio between transverse and longitudinal strain for longitudinal
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loading. For example, for high symmetry directions one can have νuv = −εyy/εxx

and νzx = −εzz/εxx. These quantities can help determine the anisotropic properties
of the materials for loadings applied uniaxially in different directions.

Sometimes is convenient to write the strain as a function of stress through the
elastic compliance matrix Sij. For a cubic material:

Sij =



S11 S12 S12 0 0 0
S12 S11 S12 0 0 0
S12 S11 S12 0 0 0
0 0 0 S44 0 0
0 0 0 0 S44 0
0 0 0 0 0 S44


. (2.33)

For a cubic system, the compliance and stiffness matrix are related by the fol-
lowing relations:

S11 = C11 + C12

(C11 − C12)(C11 + 2C12)
, (2.34)

S12 = −C12

(C11 − C12)(C11 + 2C12)
, (2.35)

S44 = 1
C44

, (2.36)

This relations are useful to determine the dependency of the elastic properties
with the crystallographic directions. For example, the Young’s modulus is direc-
tional dependence and it is possible to write a relation for the dependence of E with
the Miller crystallographic index (h, k, l) [41]. For cubic symmetry:

1
Ehkl

= S11 − 2
[
(S11 − S12) − 1

2S44

]
h2k2 + k2l2 + l2h2

(h2 + k2 + l2) . (2.37)

This relation provides valuable information and enables us to correlate the material
stiffness with the crystallographic directions through symmetry assumptions. Even
though is necessary the prior knowledge of the matrix elastic constants Cij. One
can use the equation 2.37 to obtain the ratio between the Young’s modulus for the
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main crystallographic directions. A good reference on the mechanical properties of
materials and the correlation with the crystal symmetry can be found in [42].
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Chapter 3

Experimental methods

In this chapter we describe the main experimental techniques used for studying the
physical properties of the compounds, as well as, the methods to obtain the samples.

3.1 Single crystal growth

In the field of condensed matter physics, a key aim is to procure excellent speci-
mens to explore the physical properties of materials. This usually entails securing
single-crystalline samples, inherently characterized by their superior quality. For
instance, various microscopic probes apply exclusively to single crystals, including
probes for Fermi surface and band structure analysis such as Quantum oscillations
and ARPES measurements. Additionally, a structural and magnetic probe like Neu-
tron diffraction is an example of a technique that is not limited to but preferred to
use single-crystalline samples. Furthermore, due to the random distribution of par-
ticles in the formation of polycrystals, these samples frequently exhibit porosity
and intergranular compositions, hindering meaningful measurements of anisotropy.
Throughout the years, a variety of techniques have been developed to achieve such
merit and have been successful in synthesizing different classes of materials. For in-
termetallic compounds, one of the most famous methods of obtaining single crystals
is the metallic-flux method [43, 44]. The Materials Physics Group (MPG) at CBPF
and the Strongly Correlated Electron Systems (SCES) team within the Materials
Physics and Applications Division’s Quantum Group (MPA-Q) at LANL have em-
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ployed diverse growth methods to obtain high-quality single-crystalline samples. In
this work, the molten metallic-flux method was employed to obtain single crystalline
samples of the studied materials.

The metallic-flux growth method is based on the use of low melting point metals
(such as Al, Ga, In, Sn, Pb, Sb, Bi and Zn) as a solvent medium (flux). This
method offers two primary benefits: (1) The ability to grow samples well below
their melting point, resulting in materials with fewer internal defects such as strain
and inhomogeneities; (2) The molten flux provides a clean growth environment, as
impurities in the metal flux are typically absent in the final material.

Figure 3.1: Illustration of the ampoule set (A) and an example of a temperature
treatment ramp (B).

In our work, both samples (La3Co4Sn13 and ScV6Sn6) share the Tin (Sn) in their
compositions so that we were able to use this element as our flux (Sn has a melting
point s low as ≈ 232 ◦C). The samples are weighted in the desired stochiometry with
an excess of the low melting point material (Sn). For the 3-4-13 compound, we used
a La:Co:Sn ratio of 1:1.3:20, and for the 1-6-6 1:6:30. The elements are then placed
in an Allumina crucible (Al2O3) and subsequently sealed in a quartz ampoule, to
avoid the components to oxide. Chunks of quartz wool are added at the bottom and
top of the alumina crucible inside the quartz tube to serve as a base (preventing
the ampoule from cracking) and as a filter for the flux during the centrifuging (see
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Fig. 3.1A). Conventionally, the ampoules are placed in a resistance furnace and
fast heated up to a temperature TM , and maintained at this temperature by an
amount of time t (usually hours), then slowly cooled down to a final temperature
Tf at a rate R (Fig. 3.1B). The ampoules are inverted and centrifuged so that
the flux excess is allowed to pass through the upper quartz wool, while the obtained
single crystals remain inside the alumina crucible. The growth parameters necessary

Figure 3.2: Typical single crystal habit for ScV6Sn6 obtained by other groups and
reported in the literature [45, 46, 47] (A). Samples obtained in this work, using the
adapted growth parameters (B).

for producing single crystals of La3Co4Sn13 using the metallic-flux technique are
extensively documented in the literature and are available in other sources [18, 48,
49, 50].

Hexagonal systems often exhibit a crystal habit resembling hexagonal plates,
with the a and b-axes lying in the plane and the c-axis having a thickness of a few
micrometers. This trend holds for ScV6Sn6 crystals, as reported by various authors
[45, 46, 47]. A noteworthy accomplishment of this thesis was the successful culti-
vation of ScV6Sn6 crystals that are elongated into rods along the c-axis, providing
an ideal setup for conducting our studies under uniaxial pressure along the c-axis.
This was achieved by adapting the growth parameters. While in the literature is
commonly used 1:6:60, here we adopted the ratio 1:6:30, reducing the amount of
flux. In the temperature treatment, the main differences were the cooling rate and
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the final temperature before centrifuging. In the literature, other groups usually
removed the ampoules from the furnace at a temperature within Tf = 700-780 °C
and used cooling rates of about R = 1-2 °C/h. In our case, the final temperature
was chosen to be much lower Tf = 450 °C, while using a faster cooling rate of R =
5 °C/h. Fig. 3.2 shows the comparison between samples reported in the literature
(A) and our samples obtained using the adapted growth parameters (B).

3.2 Specific heat measurements

The specific heat, denoted as c, is defined as the amount of heat energy needed to
elevate the temperature of a unit mass of a substance by 1 Kelvin. Typically, it is
expressed for a variable that remains constant. Under constant pressure conditions,
it is given by:

cP =
(

dQ

dT

)
P

. (3.1)

This value is measured in units such as J/mol.K or J/g.K, depending on whether the
mass or the number of moles of the substance is considered. The specific heat of a
substance is contingent upon its molecular arrangement and composition. Variations
in how heat energy is stored and released result in differing specific heat capacities
among substances. Generally, materials with higher specific heat capacities needs
more heat energy to elevate their temperature compared to those with lower capaci-
ties. In condensed matter physics, specific heat serves as a tool to investigate phase
transitions, since it is sensible to changes in the entropy due to phase transitions.

The specific heat measurements in this thesis were performed in a commercially
available Quantum Design PPMS (Physical Property Measurement System), using
the calorimeter puck (Fig. 3.3A) available with the heat capacity option (HCO).
The HCO system controls the provided and released heat to the sample, monitoring
its temperature change. During a measurement, a known amount of heat is applied
at constant power for a fixed time, and then this heating period is followed by a
cooling period of the same duration. The underside of the sample platform features
a platform heater and platform thermometer, as depicted in Figure 3.3B. Small
wires serve to connect the platform heater and platform thermometer electrically
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while also offering thermal connection and structural support. Attachment of the
sample to the platform is facilitated by a thin layer of grease, ensuring the necessary
thermal contact.

The PPMS Turbo Pump or Cryopump High-Vacuum option establishes a vacuum
substantial enough to render the thermal conductance between the sample platform
and the thermal bath (puck) primarily reliant on the wires’ conductance. This setup
yields a consistent heat link to the bath, allowing ample time for both the platform
and sample to attain thermal equilibrium for accurate measurements. Using this
puck configuration one can measure the heat capacity of samples with typical masses
of about 1 to 200 mg.

Figure 3.3: Calorimeter puck (A). Thermal connections to sample and sample Plat-
form in PPMS HCO (B). Figures extracted from [51].

The measurements are fitted using a simple thermal relaxation model:

Ctotal
dT

dt
= −Kw (T − Tb) + P (t), (3.2)

where Ctotal is the total heat capacity of the sample and the sample platform; Kw is
the thermal conductance of the supporting wires; Tb is the temperature of the ther-
mal bath; and P (t) is the power applied by the heater. The solution to this equation
is represented by an exponential function with a characteristic time constant denoted
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as τ = Ctotal/Kw. Consequently, the total heat capacity can be determined. An ini-
tial measurement, referred to as addenda, is conducted to assess the heat capacity
contribution originating from the puck. This value is subsequently subtracted from
the total heat capacity to derive the sample’s heat capacity, CP. The subtraction
process is automated within the PPMS measurement control software. The specific
heat cP of the sample is the measured heat capacity divided by the sample mass or
the number of mols. This also can be automatically done by the software if the user
inputs the sample’s mass and molar mass before the measurement starts.

3.3 Thermal expansion measurements

In condensed matter physics, thermal expansion refers to the change in size, shape,
or volume of a material in response to changes in temperature. It is known that the
thermal expansion arises from third-order anharmonic effects in the lattice vibrations
[52] and simply can be attributed to the enhancement of vibrational motion and the
movement of atoms induced by increasing temperatures. Consequently, these atomic
movements lead to changes in the average separation of atoms, culminating in the
expansion or contraction of the solid.

The linear thermal expansion coefficient, α, can be written as:

α = 1
L

dL

dT
, (3.3)

where L is material length, and T is the temperature. The volume thermal expansion
is:

β = 1
L

dV

dT
, (3.4)

where V is the volume and for isotropic solids, β = 3α.
Throughout this thesis, we have employed a high-resolution capacitive dilatome-

ter (0.05 Å) to conduct thermal expansion measurements relative to temperature
changes. In a capacitive dilatometer, the elongation ∆L of a sample with a length
L results in a variation in the gap D between a set of capacitor plates. For an ideal
capacitive dilatometer with parallel plates in a vacuum, the correlation between the
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measured capacitance C and D is defined by:

C = ϵ0A

D
, (3.5)

where ϵ0 = 8.854 pF/m is the vaccum permittivity, and A is the area of the plates.
Consequently, from D we were able to obtain the sample length variation ∆L. Figure
3.4A, shows the schematics of the dilatometer cell. For a detailed review of the cell
functioning, see [53].

Figure 3.4: A schematic of the capacitive dilatometer. Figure extracted from [53]
(A). Picture of a sample assembled in the dilatometer (B).

The following descriptions encompass the fundamental elements required for
comprehending the measurement process:

(a) Upper fixed capacitor plate: Serving as the topmost plate of the capacitor,
it remains stationary throughout the dilatometer operation.

(b) Lower movable capacitor plate: Positioned as the bottom plate of the capac-
itor, it can vertically move in response to alterations in the sample’s dimensions.

(c) BeCu spring: This spring furnishes the requisite force to uphold constant
pressure between the upper and lower capacitor plates.

(d) Sample;
(e) Sample platform/screw: This component houses the sample, with the screw

being tightened to establish contact between the sample and the tip.
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(f) Lock ring: Its purpose is to securely hold the screw in position.
(g) Copper shims: These thin copper pieces serve for electrical isolation and

adjusting the sample’s placement within the dilatometer.
(h) Electrical isolation: Incorporating Stycast 2850 FT, it is utilized to electri-

cally isolate various dilatometer components.
(i) Electrical isolation: Consisting of 25 µm thick insulating washers, these are

employed for insulation and spacing purposes.
The sample is affixed to the sample platform using a thin layer of grease to

guarantee optimal thermal contact. The screw is adjusted until the sample makes
contact with the tip of the movable lower capacitor plate. The initial capacitance
C is selected to prevent the imposition of stress on the sample; typically, we ensure
C − C0 < 5 pF, where C0 represents the bare capacitor capacitance value. An
example of an assembled sample is shown in Fig. 3.4B.

Figure 3.5: A schematic of the thermal expansion measurement setup.

To perform the measurements as a function of temperature, the cell is adapted in
a Quantum Design multi-function probe P450 so that it can be loaded into a PPMS
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system. A pair of coaxial wires are soldered to the manganin wires (curled lines in
Fig. 3.4A) attached to the capacitor plates in the cell. These internal coaxial cables
are coiled throughout the probe, and connected to coax terminals on the top. The
capacitance data acquisition is made by connecting an AH2550 capacitance bridge
to external coaxial chords coming from the probe top. An example of this setup is
given in Fig. 3.5.

In order to calculate the absolute value of the sample’s thermal expansion coef-
ficient α(T ), it’s necessary to consider the thermal expansion coefficients of the cell
components, particularly Copper (Cu). The sample’s thermal expansion curve can
then be estimated by:

αsample = 1
L

dL

dT

∣∣∣∣∣∣
cell+sample

− 1
L

dL

dT

∣∣∣∣∣∣
cell

+ αCu. (3.6)

The first term denotes the measurement conducted with the sample placed within
the cell. The second term, known as the “cell effect,” is determined by positioning
the sample platform (e) against the tip of the lower capacitor plate (b) and executing
temperature sweeps under identical parameters used in the samples’ measurements
(preferentially in the same cryostat). The coefficient αCu is the thermal expansion
coefficient of copper, readily available in the literature.

3.4 Electrical transport measurements at ambi-
ent pressure

Resistivity measurements often reveal important information about critical phe-
nomena in condensed matter systems. Sudden changes or anomalies in resistivity
can indicate the occurrence of changes in the electronic structure due to phase tran-
sitions, such as the transition from a conductor to an insulator, or the onset of
superconductivity. Due to its simplicity, it is widely spread in laboratories and can
be done using simple electronics. The method utilized for these measurements is
also applied for the measurements under uniaxial pressure.

All measurements in this thesis were performed using the 4-point probe method,
to mitigate the internal contact resistance. The current leads are attached to the
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sample edges and the internal contacts are used to measure the voltage drop (See
Fig. 3.6). The temperature sweeps were done using a PPMS system as a cryostat,
with the electrical resistance measured by a Lake Shore 372 AC resistance bridge
attached to it.

Figure 3.6: A schematic of the resistivity 4-point probe method.

The resistivity ρ of a material can be obtained by taking into account the ge-
ometric factors of the measured samples. For convenience, we commonly use a
bar-shaped sample, where the cross-sectional area A and the distance between the
voltage electrical leads L can be easily determined. Therefore, the resistivity of the
material is given by:

ρ = V

I

A

L
= R

A

L
, (3.7)

where I is the electrical current across the material and V is the voltage drop between
the voltage leads so that, R = V/I.
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3.5 Uniaxial pressure cells

The study of materials properties under different conditions is a central and general
field in condensed matter physics. The development of experimental techniques is
often connected to the necessity of creating specialized environments to study the
properties of a particular material more effectively. Experimental techniques have
been developed throughout the years to reach higher pressures, magnetic fields, and
extremely low temperatures. One technique that has been underused for years in
comparison with its hydrostatic counterpart is the uniaxial pressure. However, it
was recently revived with the development of a new piezoelectric apparatus, achiev-
ing higher strain homogeneity and tunability [13]. Uniaxial pressure can drive
anisotropic modifications in the overlap integrals between neighboring atomic sites,
leading to significantly greater alterations in materials’ electronic structure than hy-
drostatic pressure [13]. This section describes the state-of-the-art uniaxial pressure
technique and its applications, as well as the types of uniaxial pressure experimental
setup used in this work.

The uniaxial pressure cells used in this thesis are piezoelectric-based, where the
load is applied to the sample by driving three lead zirconate titanate (PZT) stacks
aligned in parallel. The two outer PZT stacks change the relative spacing between
the main cell body and a metal bridge, while the third component (inner stacks)
regulates the distance between the bridge and a movable sample plate. The sam-
ple plate is stabilized and restricted to linear movement by a pair of flexures, that
support one end of a bar-shaped sample, with the other end connected to the main
body. For example, the maximum tensile (compressive) stress on the sample can
be achieved by expanding (contracting) the outer two stacks and contracting (ex-
panding) the inner stack. The voltage connections for the two outer and the inner
stacks are independent, enabling the control of the three stacks through two sep-
arate voltages. These control voltages are denoted as Vouter and Vinner. The PZT
stacks are designed in such a way as to cancel the thermal contraction, making them
suitable for low-temperature experiments and, with small-sized cells, fit in most of
the cryostats.
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Figure 3.7: Schematics of a strain cell showing the PZT stacks configuration, valid
for both cell models (A), figure from reference [13]. Functional diagram showing the
cell sensors arrangement (B) figure from reference [54].

In this thesis, two types of cells were used, the strain cell CS130 and the stress
cell FC100, both commercialized by Razorbill instruments. The loading mechanism
is very similar for both cell models, as is shown in figure 3.7A. There are three sets
of PZT stacks connected with fixed and movable sample plates. The main difference
between the cells is the type of feedback sensor. In the case of the strain cell CS130,
the sensor measures the displacement, which is proportional to the sample’s strain,
compressive, or tensile with respect to the zero-strain position of the PZT stacks.
On the other hand, the FC100 model has an integrated force sensor built in series
with the sample, so the force on the sensor is the same on the sample [55].

The feedback sensors rely on the variation in the capacitance of a parallel plate
capacitor as the plates are moved towards and away from each other. The design
of the capacitor varies slightly, but they typically have an area of a few square
millimeters and an initial spacing of some tens of microns, leading to a nominal
capacitance of around a picofarad (pF). Each cell comes with a calibration curve
which relates the capacitance with the displacement or force in the sample. The
capacitance of a parallel plate capacitor can be written as:

C = ε0A

d
, (3.8)

where C is the capacitance, ε0 is the free space permittivity, A is the capacitor
plate area and d is the distance between the plates. Usually the cells calibration are
given by a slightly modified version of the above equation:
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C = α

d + d0
+ Cp, (3.9)

where, for the strain cells α is just the factor ε0A, d and d0 are the gap between
the capacitor plates and the gap at zero displacement. Cp is a capacitance term to
account for imperfections in the capacitor. For the stress cells, the capacitance is
proportional to the force applied to the sample then in this case:

C = β

f + f0
+ Cp, (3.10)

which is very similar to the later equation, however, β is the α factor multiplied
by the stiffness of the spring, which converts the force applied to the sensor into a
displacement for the capacitor to measure. Therefore, in the strain cells α has units
of [µm.pF] and β [N.pF]. Therefore, f is the force to the sample and f0 is the force
at zero load.

Each cell is supplied with a calibration curve, with the equation fitted to exper-
imental points. The cells can also be re calibrated as convenient, performed at the
same system where the measurements will be done.

3.5.1 Sample mounting

The sample mounting is a key aspect of uniaxial pressure measurements. To achieve
a good strain/stress homogeneity one must consider a good sample mounting. In
this thesis, for both cells, the samples must be polished into a bar-shaped geometry,
ideally with a constant cross-section. Also, high exposed length (L) to width (w) and
w to thickness (t) aspect ratios helps to achieve higher strain homogeneity (L/w ∼
3 - 7 and w/t ∼ 25), and in the case of stress cells also higher applied stress to the
sample. Based on the sample length, the gap between the mounting plates (exposed
length L) must be determined in order to have enough epoxy length for transmitting
the strain/stress to the sample [56]. Typically, an overlap between the sample and
the sample plates of 200 µm is sufficient for a good mechanical contact, however, the
elastic properties of the adhesive used for attaching the sample must be take into
account. In this work, the epoxy used was the Locktite stycast 2850FT, hardened
using Catalyst 9. The precise measurement of the elastic properties of Stycast
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Figure 3.8: (A) Example of a sample with the L × w × t dimensions, emphasized
in the strain homogeneous part of a sample (upper image). The lower image shows
the schematics of mounted sample in a strain/stress cell. (B) Image of a sample
mounted in a CS130 strain cell.

2850FT at cryogenic temperatures seems to be lacking. In a technical analysis aimed
at spacecraft applications, its Young’s modulus was observed to incrementally rise
with decreasing temperature, but seemed to stabilize below approximately 160 K.
At 150 K, it was established as 11.5 GPa with Catalyst 24 LV and 16 GPa with
Catalyst 9 [57]. This values are much smaller than typical sample’s elastic constants,
which lies about 80∼100 GPa. Nonetheless, a softer epoxy can be beneficial for
transmitting the strain as it deforms over a certain length of the sample, reducing
stress concentration at the mounting points and hence minimizes the possibility
of sample failure. Typical sample sizes are: L = 1 - 2 mm , w = 200 - 500 µm
and t = 50 - 150 µm thick. Also, the higher homogeneous strained region will be
concentrated at the middle of the exposed sample length. This region should be
used to attach the desired probe, which will measure the physical property under
investigation (voltage leads, thermocouple, susceptibility coil and etc.)

The preferred procedure for mounting the sample involves several key steps:
Initially, 1 to 2 grams of epoxy are measured precisely using a scale. Then, 3.5% of
the epoxy’s mass is added with catalyst 9. After thorough mixing for approximately
5 minutes, the mixture is transferred to a vacuum chamber to eliminate any air
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bubbles, a critical step as trapped air bubbles can lead to failure points in the cured
epoxy. Next, a thin layer of epoxy (approximately 25 µm thick) is applied to the
lower sample mounting plate, onto which the sample is positioned. A spacer of
appropriate thickness is inserted between the upper and lower mounting plates to
prevent the sample from being crushed. The ends of the sample are sealed with
another layer of epoxy (also about 25 µm thick), and the top plates are secured onto
the sample assembly using M2 screws (refer to figure 3.8A). Curing of the epoxy
can be achieved either over a 24-hour period at room temperature or by placing the
cell in an oven (not exceeding 50 ◦ C) for a few hours. It is advised to limit heating
the cell to avoid potential damage to the piezoelectric actuators. For non-urgent
measurements, it is recommended to initiate the sample mounting process a couple
of days before the measurements commence and allow 24 to 48 hours for the epoxy
to fully cure. A detailed analysis on sample mounting and strain homogeneity can
be found in [13].

3.6 Techniques under uniaxial pressure

The stress and strain cells are very versatile, the sample can be loaded in the cell with
various probes on it. In this work, we focused on using electrical resistivity and the
AC elastocaloric effect as transport and thermodynamic probes, respectively. The
following sections describe the details of these measurements.

3.6.1 Electrical resistivity under uniaxial pressure

As mentioned in section 3.4, electrical resistivity is a world-spread characterization
method in condensed matter laboratories. From now on, it is referred to as just
“resistivity”. The resistivity can be related to the material’s quality and amount
of defects in the structure, and it is sensitive to most of the phase transforma-
tions. Especially for the phase transitions studied here, charge density waves and
superconductivity, the resistivity curves as a function of temperature usually present
remarkable features. The gap or partial gap opened in a CDW transition appears
as an upturn at TCDW in the resistivity curve due to the decreasing of the density
of states. Changes in ground states like CDW’s usually are followed also by changes
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in the electron scattering rate, which will be important for the resistivity curves. In
superconducting transitions, the well-known zero resistance is observed at Tc.

Figure 3.9: Example of mounted samples in FC100 stress cell (A) and CS130 (B).

The resistivity measurements here were done using the four-probe method de-
scribed in section 3.4, where four platinum leads are attached with silver paint on
the top of the sample. This method allows measuring the material’s resistance
without the circuit contribution and is suitable for low-resistance materials. The
resistance × temperature curves were performed in a PPMS cryostat, and the resis-
tance was measured using a Lakeshore AC370 resistance bridge. The temperature
was measured using a Lakeshore AC350 temperature controller reading a Cernox
thermometer attached to the strain/stress cell body. The sample is placed in the
cell as described above, and the leads are connected to the PCB plate next to the
mounting plates; see figure 3.9A, and B for examples of the mounting in a stress and
a strain cell, respectively. Details on the electronic connections and the cell fittings
in the PPMS are given in section 3.7.

3.6.2 AC elastocaloric effect

The elastocaloric effect (ECE) can be defined through either the adiabatic temper-
ature change or the isothermal entropy change, both due to applied stress/strain.
ECE is the mechanical analogous of the well-known magnetocaloric effect, where the
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tunning parameter is the applied magnetic field. The analysis of elastocaloric prop-
erties is commonly employed in the examination of shape memory alloys, where
martensitic phase transformations can be used to induce cooling. Typically, the
ECE is assessed through two methods: direct and indirect measurements. In the
direct approach, measurements involve rapidly applying force to a material and ob-
serving the temperature response within time frames aligned with quasiadiabatic
conditions. Conversely, the indirect method, as commonly employed in literature,
entails isothermally gauging the elastocaloric entropy change by meticulously de-
termining the stress-strain relationship of a specific material. More recently, the
advent of piezoelectric-based uniaxial pressure cells has popularized the use of the
AC version of ECE for investigating quantum materials [58], as will be described
bellow.

Figure 3.10: Illustration depicting the AC-ECE measurement. Figure extracted
from reference [58].

Thermodynamic measurements under external conditions in which the sample
must be attached to a massive body, such as hydrostatic and uniaxial pressure
cells are quite challenging. Usually, this type of measurement requires the use of
AC techniques, where the adiabatic (or more strictly, quasi-adiabatic) condition
can be achieved by controlling the frequency of the oscillating excitation in the
sample. For instance, AC calorimetry is performed by attaching a heater to the
sample and applying AC power, tunning the frequency to avoid the sample falling
off the adiabatic condition (see Fig. 3.6.2). The AC elastocaloric effect (AC-ECE)
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measurement can be used as a probe for critical degrees of freedom near phase
transitions and has advantages against other AC calorimetry techniques due to its
low signal-to-noise ratio and small sensibility to lattice contributions even at high
temperatures [14, 16, 17]. Using uniaxial pressure cells, it is possible to apply
oscillating (AC) strain/stress on top of a DC strain/stress offset and control the
adiabatic condition by setting the ideal oscillation frequency. Applying uniaxial
stress to a material under adiabatic condition (dS = 0), one can write:

dS =
(

dS

dT

)
σ

+
(

dS

dσij

)
T,σ1

= 0, (3.11)

where (dS/dT )σ = Cσ/T and (dS/dσij)T,σ1 = αij. Cσ is the heat capacity at constant
stress, T is the temperature, and αij is the thermal expansion coefficient. The index
in σ1 means that all the stress components are kept constant except for one. Since
strain and stress are related by σij = Cijklεkl, the elastocaloric change in temperature
can be written as a function of different thermodynamic quantities.

dT = − T

Cσ

αijCijkldεkl. (3.12)

Now, Cijkl is the elastic stiffness tensor.
This approximation requires the adiabatic condition to be fulfilled since the

sample is not completely thermally isolated due to its mechanical coupling to the
cell body. A quasi-adiabatic condition can be achieved by measuring the sample’s
thermal transfer function (TTF). This can be done by varying the strain frequency
and measuring the amplified voltage signal in the thermocouple. This procedure will
determine the regime in which the AC strain frequency is higher than the inverse
of the relaxation time, which defines the heat exchange between the sample and its
environment, and lower than the timescale, which promotes the decoupling between
the sample and the thermometer.

A discretized thermal model can be used to qualitatively and semiquantitative
understand the thermal experiment. Different models for the AC elastocaloric effect
were proposed by M. S. Ikeda et al., in [14]. Here, we briefly introduce the simplest
model proposed, and for detailed review, one can look at [14]. Consider a sample
with heat capacity CS connected to the thermal bath with temperature TB, with
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a path with thermal conductance Ki. A thermometer (with a heat capacity Cθ)
is attached to the sample with a thermal path Kθ. From these quantities, one can
define the characteristics time constants for the heat flow between the sample and the
thermal bath τi = Cs/Ki and the heat flow between the sample and the thermometer
τθ = Cθ/Kθ. Thus, for the oscillating uniaxial strain along an arbitrary direction
εxx, one can write two differential equations to describe the time dependence of the
sample TS(s) and thermometer Tθ(s) temperatures (a drawing of the discretized
model is shown in figure 3.11A):

dTs

dt
= E0

dεxx

dt
− (TS − TB) Ki

CS

− (TS − Tθ)
Kθ

CS

, (3.13)

dTθ

dt
= −(Tθ − TS)Kθ

Cθ

. (3.14)

Where, E0 = dT/dεxx (the elastocaloric signal!). Therefore, to introduce the elas-
tocaloric effect one might consider:

TS(t) = TS,0 + E0εxx(t), (3.15)

with εxx(t) = εxx,0 sin(ωt). This means that, in the absence of an oscillatory strain
εxx(t) = 0, all temperatures tend toward TB. Solving this equation for Tθ, which is
the thermometer temperature measured in the experiment, one obtains:

Tθ = TB + E0εxx,0√
a2 + b2

sin(ωt + ϕ). (3.16)

Where,
ϕ = arctan

(
a

b

)
,

a = 1
ωτi

− ωτθ,

and,
b = 1 + Cθ

CS

+ τθ

τi

.

The expected amplitude of the TTF is E = E0/
√

a2 + b2 and it will depend on
the sample and thermocouple physical parameters, as well as, the oscilating strain
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frequency. In an ideal experiment E/E0 = 1. In this case, the phase ϕ must reach
zero (or 180◦) around the region where E/E0 plateaus. It is evident that the width
of the plateau is determined by two time constants: that of the thermometer and
the internal thermalization of the sample, denoted as τθ and τi respectively. Ideally,
the condition τi > 100 · τθ should be met for a reasonably wide plateau [14]. The
maximum value of E/E0 is determined by b−1 = (1+ Cθ

CS
+ τθ

τi
)−1. Hence, in addition

to a small ratio τθ

τi
, a small ratio of heat capacities Cθ

CS
is required to ensure that the

maximum of E/E0 is approximately 1. This model is useful to determine the exper-
imental conditions to achieve good results in AC-ECE measurements. For example,
determining the appropriated thermocouple and its dimensions is important, and it
will influence the Cθ and τθ in the model, which in turn will be reflected in width
of the plateau. An example of a TTF (upper panel) and the phase between the
components in the lock-in (bottom panel) is shown in figure 3.11B. As one can see,
there is a plateau region in the normalized signal versus frequency, and this region
is utilized to perform the experiments.

Figure 3.11: (A) Schematics of the discretized thermal model, figure adapted from
reference [14]. (B) Example of the normalized AC-ECE signal (upper panel) and
phase (bottom panel).

The elastocaloric signal is generated by applying an AC voltage to the inner
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stack of the Piezo actuators Vinner = V0 sin(ωt) and measured using the Chromel-
AuFe0.07% thermocouple attached to the sample with Stycast 2850FT (Figure 3.12A).
If needed, the resistance can be measured simultaneously by attaching the leads on
top of the sample, as described in the last section. The Stanford Research SR554
transformer preamplifier first amplifies the thermocouple voltage, and the Stanford
lock-in amplifier SR860 is used to detect the signal and record it as temperature
sweeps are performed. The cell outer stacks are used to apply DC strain/stress to
the sample using a DC voltage source. A simplified drawing of the measurement is
shown in 3.12B.

Figure 3.12: Sample prepared for simultaneous resistance and AC-ECE measure-
ments, showing the thermocouple attached to the sample with Stycast (A). Schemat-
ics of the AC-ECE measurement method (B).

3.7 PPMS and strain/stress cells fitting

For the aforementioned measurements, the cells were integrated into a Quantum
Design Physical Property Measurement System (PPMS) using the Razorbill PPMS
Probe kit alongside the Modified P450 Probe, as illustrated in figure 3.13. Within
the sample configuration, the voltage leads or the thermocouple are soldered to a
PCB wiring platform, which is subsequently connected to the modified PPMS puck
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affixed to the bottom of the probe (refer to figure 3.14 for an expanded schematic
of the wiring platform). This configuration enables simultaneous measurement, if
required, of resistivity and the AC-ECE through the PPMS electronics. The DC
voltage source and the capacitance bridge are linked via high-voltage wires and
coaxial cables at the top of the probe, serving to drive the PZT stacks and measure
capacitance.

The PPMS electronics feature 3 channels with 4-wiring connections, routed to
a breakout box and segmented into various equipment, as depicted in figure 3.15.
Users can designate a channel for resistivity measurement, another for thermocouple
voltage leads, and a third for the thermometer attached to the cell body.

The DC voltage applied to the PZT stacks was regulated using a dual-channel
Keithley 2064B sourcemeter, while capacitance was gauged via the high-precision
capacitance bridge AH2700A. This apparatus is indispensable for controlling the cell
and assessing the applied force or strain on the sample. Temperature measurement
can be conducted utilizing either the auxiliary connection of the resistance bridge or
separately, employing a dedicated temperature controller bridge. The data acqui-
sition and cell operation can be performed using scripts in different programming
languages (e.g., Python, LABview etc.).
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Figure 3.13: Example of a Razorbill PPMS probe with a FC100 cell attached to
the end (this image was extracted from the Razorbill website). The zoomed regions
show the sample mounted in the FC100 cell.
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Figure 3.14: Schematics of the wiring platform suitable for Resistivity and AC-
ECE measurements. This wiring platform was designed by the co-advisor Sean M.
Thomas.

Figure 3.15: Schematics of the attached external equipment to a PPMS cryostat (the
picture of the PPMS cryostat was extracted from the QD’s web site and adapted to
create this figure).
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Chapter 4

Uniaxial pressure effect on
superconducting and charge
density wave transitions in
La3Co4Sn13

4.1 Introduction

The Remeika family R3M4Sn13 (R = Rare earth/Alkaline metals, M = Transition
metal) has been extensively studied in the literature due to the wide variety of
interesting physical properties, including strong electronic correlation [18, 48], su-
perconductivity [49], structural/CDW transitions [50]. Particularly, charge den-
sity waves and superconductivity are often observed in this family, such as in
(Sr,Ca)3(Rh,Ir)4Sn13, where anomalies related to the CDW can be seen in electri-
cal resistivity, magnetic susceptibility, and single-crystal x-ray diffraction (SGXRD)
[59, 60, 2]. Interestingly, the CDW phase can be suppressed by increasing Ca doping
and/or hydrostatic pressure while the superconducting state is enhanced, leading to
a quantum critical point at TCDW = 0. However, the role of charge ordering in
the stabilization of the superconductivity of these compounds remains in debate.
The compound studied in this work is the La3Co4Sn13 which crystallizes in a cubic
structure with the space group Pm − 3n with lattice parameters a = 9.64 Å, and
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Figure 4.1: La3Co4Sn13 crystal structure showing the high symmetry crystallo-
graphic directions.

undergoes a structural/CDW transition at TCDW ∼ 147 K, with a superconducting
state emerging at Tc ∼ 2.7 K [61]. Similarly to (Sr,Ca)3(Rh,Ir)4Sn13, below the CDW
transition, the lattice parameters have double its values with respect to the high-
temperature phase, with a propagation vector of qCDW = (0.5 0.5 0). Moreover,
phonon spectra calculations revealed a softening and imaginary frequency branch in
the low-temperature phase at the M = (0.5 0.5 0) point, coinciding with the observed
propagation vector, indicating structural instability [62]. In our previous study of
this compound, we observed a linear increase of Tc with hydrostatic pressure. At
the same time, the CDW transition is suppressed, similar to its isostructural analo-
gous (Sr,Ca)3(Rh,Ir)4Sn13. The total suppression of CDW is placed around P = 3.4
GPa, where the superlattice peaks are no longer observed in low-temperature X-ray
diffraction [3]. X-ray absorption sutudies using linear polarized light in Sr3Ir4Sn13,
performed with the polarization perpendicular and parallel to the [110] direction
(CDW wave vector direction) have shown that there is a significant anisotropy in
the electronic structure of the material [63]. This anisotropy was suggested to play
important role in the anomaly observed in the electrical resistivity. This observa-
tion was one of the main motivations to study the effect of uniaxial pressure in
La3Co4Sn13, since the same kind of anisotropy is expected due to the shared simi-
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larities with (Sr,Ca)3(Rh,Ir)4Sn13.
In order to explore the possible anisotropic response of the CDW and its relation

with the superconductivity we perform electrical resistivity measurements under
uniaxial stress along the high symmetry crystallographic directions [100], [110] and
[111] in the cubic compound La3Co4Sn13(see figure 4.1). Additionally, to unveil a
possible domain physics along the CDW propagation vector direction [110] we use
AC-ECE effect measurements.

4.2 Experimental results

4.2.1 Electrical resistivity

In temperature-dependent resistivity measurements the superconducting and charge
density wave have characteristic features around their transition temperatures. One
property of the material upon entering the superconducting state is the zero resis-
tance below Tc. On the other hand, the CDW transition in most of the materials
is characterized by an increase of the resistance at TCDW due to changes in the
electronic structure and scattering rates. In order to evaluate the effects of uniaxial
pressure on the CDW and superconducting transition in La3Co4Sn13, electrical resis-
tivity measurements were performed with uniaxial stress applied along different high
symmetry crystallographic directions [100], [110], and [111]. For all measurements,
the excitation electrical current is along the same direction of applied stress. First,
we show our resistivity versus temperature curves around the superconducting tran-
sition for different pressures, along the chosen crystallographic directions. Figure 4.2
shows the electrical resistivity curves around the superconducting transition for var-
ious applied stress along the [100] direction. The black arrow indicates the direction
of the increasing stress. As one can observe, Tc decreases upon applying compressive
stress, which is in contrast to the hydrostatic pressure case, where it increases [3].
The transition temperature were determined using the mid point of the resistance
drop. Interestingly, for pressures applied along the [110] and [111] directions, the
superconductivity is also suppressed. The curves around the Tc for [110] and [111]
are depicted in figures 4.3 and 4.4, respectively. To compare the rates at which
the transitions are suppressed, the superconducting temperature transitions were
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plotted as a function of pressure for each measured direction. Figure 4.5 illustrates
the pressure versus normalized temperature phase diagram for the superconduct-
ing transition of La3Co4Sn13 at different crystallographic directions. Normalizing
Tc by its value at σ = 0 GPa provides a clearer visualization of the differences in
suppression rates dTc/dσ[hkl]. Importantly, dTc/dσ[hkl] was found to vary among the
directions. Specifically, Tc is suppressed faster for pressure along the [100] direction
with dTc/dσ[100] = -0.23 K/GPa, and it remains almost unchanged along [111] with
dTc/dσ[111] = -0.04 K/GPa, while the [110] direction takes an intermediate value
with dTc/dσ[110] = -0.14 K/GPa. For the later, two samples were measured and the
same suppresion rate was obtained, different samples are labeled as open triangles
(S1) and closed diamonds (S2). For both samples, the measurements were taken
around the CDW and superconducting transition as will be shown below. The ob-
tained dTc/dσ[hkl] from the linear fits in Figure 4.5, are summarized in table 4.1.
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Figure 4.2: Resistivity measurements around the superconducting transition at dif-
ferent compressive stress values along [100].
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Figure 4.3: Resistivity measurements around the superconducting transition at dif-
ferent compressive stress values along [110].

2.66 2.68 2.70 2.72 2.74

0

10

20

30

40

50

60

70

80

 0.014 GPa
 0.042 GPa
 0.094 GPa
 0.148 GPa
 0.204 GPa
 0.257 GPa
 0.312 GPa
 0.345 GPa
 0.398 GPa

r 
(m
W

.c
m

)

T (K)

s // [111]
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dTc/ds[100] = - 0.23 K/GPa

  dTc/ds[110] = - 0.14 K/GPa

dTc/ds[111] = - 0.04 K/GPa

 [100]       
 [110] S1
 [110] S2
 [111]          

T/
T c

s (GPa)

Figure 4.5: Phase diagram Tc ×σ comparing the suppression of the superconducting
transition for stress applied along different crystallographic directions. For the [110]
direction, two samples were measured. Since the suppression rate observed for both
samples was the same, both data were used to perform the linear fit.

Direction dTc/dσ[hkl] K/GPa
[100] -0.23
[110] -0.14
[111] -0.04

Table 4.1: Summary table of the superconducting transition suppression rate for
pressure applied along different directions.
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Figure 4.6: (a) temperature-dependent resistivity measurement for many applied
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tion of the features.
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To establish a possible correlation between the observed superconductivity be-
havior under uniaxial stress, resistivity measurements were conducted around the
CDW transition in the same samples. The measurements along the [100] direction
around the CDW transition are depicted in figure 4.6A, with their corresponding
derivatives in the lower panel B. Along this direction, a noticeable increase in the
electrical resistivity jump is evident within the stress range of 0–0.11 GPa, while the
temperature transition TCDW appears to remain almost temperature-independent.
To aid visualization of the pressure-dependent jump increase, the ρ × T curves for
non-zero pressures were adjusted to align with the resistivity above the CDW tran-
sition at zero pressure, as illustrated in the inset of figure 4.6A. The determination
of TCDW was based on the peak-dip observed in the derivatives shown in figure 4.6B
(open circles). This rise in resistivity at the CDW transition is commonly associ-
ated with a decrease in the density of states (DOS) of the Fermi surface due to
the opening of the CDW gap. 59Co Nuclear Magnetic Resonance (NMR) findings
unveiled a 7.7% reduction in the Co-3d density of states across the CDW phase tran-
sition in this compound [62]. This minor reduction suggests that certain segments
of the Fermi surface become gapped for T < TCDW . Consequently, the heightened
jump could be linked to the reinforcement of the CDW gap along this direction,
potentially elucidating the decrease in the superconducting transition temperature
owing to its dependence on the density of states. According to conventional BCS
superconductors, Tc ∝ h̄ωce

− 1
N(EF )Veff (equation 2.21), where N(EF ), Veff , and ωc

respectively denote the density of states at the Fermi level, the effective attractive
electron coupling, and the Debye phonon frequency. However, pressure may influ-
ence other factors in this equation, such as the electron-electron effective coupling
and the phonon frequency, as will be discussed later.

The resistivity curves plotted against temperature for measurements conducted
with uniaxial stress applied along the [110] direction are depicted in Figure 4.7A-D.
In panel A, the curves illustrate various applied pressures for the sample 1 (S1) and
its corresponding derivatives in Figure 4.7C. When measuring along the [110] direc-
tion, the resistivity curve manifests the CDW transition as a broader feature, which
gradually narrows with increasing pressure. At σ = 0 GPa, the CDW transition
initiates at TCDW = 145 K, evidenced by the rise in resistivity. Subsequently, the
curve maintains metallic characteristics, with a slight drop in resistivity occurring

55



Chapter 4 – Uniaxial pressure effect on superconducting and charge density
wave transitions in La3Co4Sn13

around T = 125 K. With rising pressure, the CDW transition is suppressed, yet
the anomaly appears to sharpen, tending towards a singular jump. This distinct
characteristic is more pronounced in the derivative curves (Fig. 4.7C). To validate
this peculiar behavior of the resistivity anomaly around TCDW and exclude possible
sample-dependent factors, a second sample (S2) was examined, and its resistivity
curves along with their derivatives are presented in figures 4.7B and D, respectively.
The observed qualitative behavior remains consistent for the second sample. The
CDW transition temperature TCDW at zero pressure aligns with that of S1. It is
intriguing to note that these distinctive characteristics are observed along the same
axis as the CDW wave vector qCDW = (0.5 0.5 0) within this material.

One potential explanation for the broadening of this feature, which narrows un-
der increased pressure, could be attributed to the presence of diverse CDW domains.
In this cubic compound, the commensurate CDW can, in principle, generate distinct
twin domains. Due to the symmetry of the structure, a qCDW = (0.5 0.5 0) wave
vector may give rise to varied domains within the crystal along equivalent crys-
tallographic directions without a preferred orientation. Since the measurements are
conducted with the current flowing along the same direction as the applied stress and
qCDW , it renders the resistivity measurements more sensitive, at least, to variations
in electron scattering due to the domain distribution along this direction.

To elucidate the broad feature along this direction, where the transition initiates
with an increase in resistivity at TCDW and further declines at lower temperatures,
one could consider that as the CDW phase begins to form, domain distribution
within the material takes place. The population of domains at different equivalent
directions contributes to the scattering rate as the temperature decreases. Hence,
it’s plausible that the CDW domain distribution reaches completion at T = 125
K, corresponding to the slight drop in resistivity. However, for the stressed sample
along the [110] direction, the domain population tends to adopt the most energet-
ically favorable configuration. As the sample cools under stress, the anomaly in
resistivity at TCDW becomes narrower because the degeneracy in domain distribu-
tion is lifted, leading the domains to preferentially align along specific directions.
Figure 4.8 shows an schematic example of a sample cooled under zero stress and
a sample cooled stressed along the [110] direction. The behavior of ferromagnetic
domains offers a compelling analogy for understanding the dynamics of CDW do-
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Figure 4.7: temperature-dependent resistivity measurement for many applied uni-
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mains in materials. In ferromagnetic systems, the alignment of magnetic domains
under an applied magnetic field is a familiar phenomenon. When a ferromagnetic
material is field cooled, at the transition temperature it will tend to form a single
domain aligned with the applied magnetic field direction. In a similar manner, our
resistivity curves were taken with the material being ”stress-cooled”, therefore, the
domains will preferentially take the most favorable direction constrained by the uni-
axial stress as an external stimuli. A similar behavior is observed in the La-based
cuprates with stripe CDW orders [64], in such case, the system has a C4 symme-
try, where two possible domain degeneracy can be observed, with domains aligned
along the a, or b axis. As the material is strained along one of the directions (a or
b) the degeneracy of the in-plane striped CDW domains is lifted, and the domains
align along a preferential direction, with the propagation vector perpendicular the
direction of applied strain.

Figure 4.8: Schematics of a possible CDW domain distribution related to the qCDW

= (0.5 0.5 0) for a cubic material. In the left panel, the material is unstressed-cooled,
giving rise to an equally distributed domain configuration along the equivalent di-
rections [hh0]. In the right panel, the material is cooled under uniaxial stress along
the [110] direction, favoring the domain distribution to be aligned.
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Now, we direct our attention to the stress applied along the [111] direction. Sim-
ilar to the procedures followed for the [100] and [110] orientations, measurements
were conducted on a bar-shaped sample that was carefully aligned and polished with
its length oriented along the [111] direction. The electrical current flows parallel to
the direction of stress application. The resistivity curves around the CDW transi-
tion are illustrated in figure 4.9A, alongside their corresponding derivatives in B. A
notable observation regarding pressures exerted along this direction is that, in con-
trast to CDW measurements along [110], the transition feature appears weaker even
at zero applied pressure, and the variation of TCDW demonstrates less sensitivity to
pressure compared to compression along the [110] direction. In the derivative curves
dρ[111]/dT , the TCDW feature presents as a shallow peak-dip, distinguishing it from
the sharper features observed in dρ[100]/dT and dρ[110]/dT curves.

As observed before, the onset of the CDW transition in resistivity measurements
is usually marked by an upturn in the ρ × T curves, which is usually correlated
to the opening of the CDW gap in the electronic band structure. Therefore, the
relative size of the upturn anomaly is roughly related to the CDW gap. In order to
gain insights on how the uniaxial pressure affects the CDW gap, the relative size of
the upturn was estimated for all ρ × T curves at each uniaxial stress direction. The
method used for the estimation is shown in figure 4.10A. A linear fit was performed
at the linear region of the ρ × T above the CDW transition (red dashed line in
fig. 4.10A). The fit was shifted to match the tangent point of the maximum in
resistivity during the transition (blue dashed line in fig. 4.10A). The jump size ∆ρ

was defined as the distance between the lower red dashed line fit and the upper blue
dashed line at T = TCDW . The values of TCDW used were the ones obtained from
the peak dip of the derivative curves in figures 4.6B, 4.7(C,D), and 4.9B. In figure
4.10B the pressure evolution of ∆ρ is given. The values obtained from the method
in 4.10A were normalized by the resistivity value at TCDW in order to mitigate
effects of different resistivity values between the samples. The values are plotted as
a ratio between the ∆ρ/ρTCDW

and [∆ρ/ρTCDW
]0 GPa at zero pressure. Also, the non-

normalized relative jump ∆ρ/ρT CDW is shown in panel C. From 4.10B, it is clear
that the upturn increases more rapidly for uniaxial stress along the [100] direction
than the other directions. Again, ∆ρ/ρ as function of pressure along [110] direction
was estimated for S1 and S2 and it is noteworthy that, like dTc/dσ[110], they roughly
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share the same increasing rate as a function of pressure, which builds confidence in
the data.

To understand how the observed results are connected to the elastic properties
of the material one can make use of the relation between the elastic constants for
materials in the Remeika family (3-4-13). In the literature the elastic constants for
Yb3Rh4Sn13 and Ca3Rh4Sn13 were determined from measurements of sound velocity
and ultrasonic attenuation [65]. The values obtained are shown in the table 4.2
below. Although the exact values of the elastic constants cannot be used directly

Elastic constant Yb3Rh4Sn13 Ca3Rh4Sn13
C11 (GPa) 126.2 139.1
C12 (GPa) 67.7 73.3
C44 (GPa) 20.5 18.86

Table 4.2: Elastic constants obtained for two members of the Remeika family
Yb3Rh4Sn13 and Ca3Rh4Sn13 [65].

for the studied compound La3Co4Sn13, one can use this values make the following
assumptions about the compounds in this family: The elastic constants follow the
relation C44 < C12 < C11. Moreover, the ratio between the elastic constants are
roughly the same, where C11 ≈ 7 ×C44 and C12 ≈ 4 ×C44. One can use this ratios
to estimate the compliance matrix elements in terms of the elastic constant C44 for
La3Co4Sn13 using the equations,

S11 = C11 + C12

(C11 − C12)(C11 + 2C12)
, (4.1)

S12 = −C12

(C11 − C12)(C11 + 2C12)
, (4.2)

S44 = 1
C44

. (4.3)

From the compliance matrix elements, we estimate the the Young’s modulus anisotropy
for different directions in the crystal using the relation:

1
Ehkl

= S11 − 2
[
(S11 − S12) − 1

2S44

]
h2k2 + k2l2 + l2h2

(h2 + k2 + l2) . (4.4)
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Imputing the compliance elements into these equations with the condition C44 <

Figure 4.11: Simulated values for the Young’s modulus for the [hk1] directions.

C12 ≈ 4 × C44 < C11 ≈ 7 × C44 reveals that the maximum value of E occurs along
the [100] direction, while the minimum occurs along [111]. By utilizing the values
of the ratios C11/C44 and C12/C44, we model the anisotropy in the Young’s modulus
(E) with respect to the crystal directions [hkl].

The results of the simulation are depicted in figure 4.11. The color map represent
the values of E in terms of the elastic constant C44. The axis are representative of
the crystallographic directions, where h =[-1,1], k = [-1,1] and l = 1. The maximum
value of E is situated at the center of the graph, specifically along the [100] direction.
The minimum value achieved is at the corners, representing the [111] direction and
its equivalents. Intermediate values were obtained for the [110] direction. These
values are summarized in the table 4.3, given in terms of the elastic constant C44.
We employ these values to establish a correlation between the anisotropic mechanical
properties of the material and the observed responses to uniaxial stress of the CDW
and superconductivity along different crystallographic directions.

Young’s modulus E serves as a metric for a material’s ability to withstand
changes in length when subjected to tension or compression along its length. Conse-
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Direction ×C44
[100] ≈ 4.09
[110] ≈ 2.43
[111] ≈ 1.73

Table 4.3: Young’s modulus estimated from the elastic constant ratio given in terms
of the elastic constant C44.

quently, a higher E indicates lesser susceptibility to changes in length due to applied
mechanical stress. As previously discussed, the anisotropy of elastic constants Cij,
linked to microscopic properties, can render an anisotropic E, even in cubic mate-
rials. Leveraging this information, we construct a plot illustrating the suppression
rates dTc/dσ[hkl] and the enhancement rates of resistivity jump d[∆ρ/ρTCDW

]/dσ[hkl]

as functions of estimated E[hkl] along the corresponding [hkl] direction, given in terms
of the C44 elastic constant. The results are depicted in figure 4.12A. Intriguingly,
there is an ambiguous relationship between the measured rates and the material’s
stiffness. For stress applied along the [100] direction, the material exhibits greater
stiffness, conversely displaying maximum suppression of Tc and a more rapid increase
in the resistivity jump attributed to the CDW transition. Along the [111] direction,
where the material is softer, the pressure dependence of Tc and ∆ρ is minimal. In
figure 4.12B we show a comparison between the rate at which the CDW anomaly in-
creases and the suppression rate of Tc. Interestingly, for higher increase of the CDW
jump, which occur at the [100] direction, the superconductivity is suppressed faster.
Meanwhile, for the [110] direction where the ∆ρ is almost pressure-independent,
dTc/dσ[111] is smaller.

This is an interesting result, since it suggest an anisotropic response of the CDW
which is reflected in the superconductivity due to a possible competition between
these two states. Moreover, the ambiguous results obtained in the analysis of the
anisotropy in the Young’s modulus, may suggest that the coupling of the phase
transitions with the lattices degrees of freedom are likely smaller. In general, ap-
plying external pressure to superconductors can influence their behavior by altering
key parameters governing their superconducting properties, including the electronic
density of states at the Fermi energy, the characteristic phonon frequency, and the
coupling constant between electrons and phonons [66]. This can effectively adjust
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the critical temperature and other superconducting characteristics. It’s noteworthy
that most metallic superconducting elements exhibit a reduction in Tc under pres-
sure. This decline in Tc is commonly attributed to the volume-dependent nature of
N(EF ) and the effective electron-electron interaction mediated by electron-phonon
coupling. Looking back to the BCS equation for the superconducting transition tem-
perature, kBTc ≈ 1.13h̄ωce

− 1
N(EF )V , ωc commonly increases with pressure, which is

called phonon hardening, which would enhance Tc. Therefore, the decrease of Tc with
pressure, is attributed to the parameter λ = N(EF )V . Therefore, the anisotropic
pressure dependence observed for Tc is likely related to anisotropic changes in the
electron-phonon coupling and/or density of states.

4.2.2 AC-Elastocaloric effect

In order to explore in more details the possible domain physics observed in resis-
tivity measurements under uniaxial stress along the [110] direction we perform AC
Elastocaloric effect measurements under uniaxial strain. AC-ECE measurements
have been used lately as a thermodynamic probe of the entropic landscape in the
temperature-strain space [15, 14, 16, 17]. There have been evidence that the AC-
ECE signal is sensible to realignment of the CDW wave vector in rare-earth tellurides
such as ErTe3 and SmTe3 [15]. AC-ECE was also used to unravel domain physics
in the DyB2C2 antiferroquadrupolar order [16]. Here we made use of the AC-ECE
measurements to gain insights on the uniaxial pressure effect on the thermodynam-
ics of the CDW transition. Specifically, we perform measurements under uniaxial
strain along the [110] direction, where the broadening of the transition was observed.
As mentioned in the section above, the broadening observed in ρ × T curves, which
gets narrow with applied stress, might be related to the existence of different CDW
domains degenerated with the same qCDW = (0.5 0.5 0) wave vector. In figure
4.13A, we show the AC-ECE measurements as a function of temperature around
the CDW transition at different applied strains. In figure 4.13B, their respective
derivatives are shown in the same scale in temperature. When working with strain
instead of stress, negative values means compression. As the transition temperature
is approached the elastocaloric signal sudden increases, and an anomaly resembling
the heat capacity jump-like feature is observed. The peak dip in the derivatives in
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B were used to determine the transition temperature, which we call here T1, and
it is labeled with open diamonds. The derivative curves were shifted vertically for
a better observation of the features in the curves. For our lower strain value, T1
= 147 K, which is good agreement with the values obtained in previous resistivity
measurements under small stress. Also, at lower temperatures, a second kink is
observed in the signal, which is at the same region as the drop observed in the re-
sistivity after the first upturn, which we address as the temperature were the CDW
domains are fully formed. Interestingly, the same qualitative behavior is observed
as the sample is compressed. At ε[110] = −0.21% the transition is broader and the
second kink in the AC-ECE signal is observed around T2 = 125K. As the sample
is compressed, T1 decrease and the second kink at T2 move towards T1. In the
derivatives T2 is labeled as the open circles. In figure 4.14A, the temperatures T1
and T2 are depicted as function of the applied strain ε[110], and it is possible to
observe that the T1 and T2 have opposite behavior, as observed in the resistivity
curves under stress. This is also shown in panel B, where the distance between T1
and T2 is plotted as a function of strain. This help us to infer that the transition
also gets sharper under compression in thermodynamic measurements, showing the
same qualitative behavior as in electrical transport measurements.

4.3 Conclusions

Here, we found an interesting response of the charge density wave and supercon-
ducting states upon uniaxial pressure applied along the [100], [110], and [111] crys-
tallographic directions. We observe an important difference between hydrostatic and
uniaxial pressure effects on the CDW and SC transitions. First, the SC is suppressed
for all directions of applied stress, while in the hydrostatic pressure case, we observe
the SC being slightly enhanced and the CDW being suppressed. The suppresion
rates for the superconducting transition is different for stress along [100], [110] and
[111] being suppressed more rapidly along the more rigid direction [100]. However,
we observe a possible correlation between the suppression rates of superconductivity
and the enhancement of the CDW hump-like feature in resistivity, where the feature
increases faster along the direction where the SC is more rapidly suppressed. On
the other hand, in the [111] direction, where the Tc is almost pressure-independent
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the CDW anomaly also shows a very weak pressure dependence. This suggest that
the reduction of the density of states due to the CDW gap is playing a role in the
suppression of Tc. Moreover, since the hump feature evolve differently at differ-
ent directions, there might be an anisotropy in the CDW gap, as suggested for the
isostructural CDW compound Sr3Ir4Sn13, revealed by polarized X-ray absorption
measurements [63].

Another interesting result was found for measurements along the [110] direction.
The anomaly in the resistivty shows a broader feature with an upturn starting
at the known transition temperature TCDW = 147 K and drop further down in
temperature, at around 125 K. As the sample is compressed, the transition sharpens,
tending to a single peak-like feature. This was associated to a possible CDW domain
degeneracy which may show up for measurements along this direction, the CDW
wave vector direction qCDW = (0.5 0.5 0). As the the sample is compressed and
cooled, this degeneracy might be lifted, and the domains tend to align perpendicular
to the direction of the stress application. Similar behavior is observed in Cu-based
superconductors with striped CDW orders [64]. Here, the same qualitative behavior
was observed using the AC Elastocaloric effect measurements, which we used as a
thermodynamic indicator for the CDW phase transition.
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Chapter 5

Tuning the charge density wave
correlations in ScV6Sn6 by c-axis
stress

5.1 Introduction

Kagome metals are an ideal platform for investigating the interplay between elec-
tronic correlations, lattice instability, and non-trivial band topology [71, 72, 73, 74,
75, 76]. Kagome lattices are a special type of geometrically frustrated atomic con-
figuration with corner-sharing triangular lattices. Its unique electronic structure
features have attracted much attention due to the presence of Dirac-like bands, van
Hove singularities (vHS), and a flat band resulting from destructive interference of
the Bloch electrons wave functions [72]. These features may give rise to non-trivial
topology, strong correlations, and charge instabilities. In particular, the van Hove
electron filling near the Fermi surface creates a divergent density of states (DOS)
which is highly suitable for the emergence of exotic ground states, such as unconven-
tional superconductivity [77], electronic nematicity [78], charge stripes [79, 80, 81],
spin and charge density waves [82, 83].

The recently discovered bilayered Kagome metal ScV6Sn6 (Fig. 5.1) has garnered
significant attention in the scientific literature owing to its potential as a platform for
investigating the interplay between charge correlations and non-trivial band topology
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Figure 5.1: (A) Crystal structure of ScV6Sn6, visualized using VESTA [111]. (B)
Side view of the expanded structure ScV6Sn6, the black arrows are used to depict
the frustration of the Sn(1)-Sc-Sn(1) chains along the c-axis, as proposed in [114].
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[19, 84]. This material is a member of the RT6X6 family (R = rare earth; T = V,
Cr, Mn, Fe, Co; X = Ge, Sn), which has been extensively used as the landscape for
the exploration of magnetism and non-trivial electronic properties [85, 86, 87, 88,
89, 90, 91, 92, 93, 94].

Unlike other V-based Kagome compounds such as AV3Sb5 (A = K, Rb, Cs),
where the CDW state precedes the superconducting state [95, 96, 97, 98, 99, 100],
ScV6Sn6 exhibits a CDW state without concurrent superconductivity. The CDW
transition in ScV6Sn6 occurs at TCDW ∼ 85 - 90 K with a wave vector q 1

3
= (1

3
1
3

1
3)

[19]. Under hydrostatic pressure, the CDW can be suppressed at P = 2.4 GPa,
with no observable superconductivity down to 80 mK [101], likely related to the 3D
nature of the structure of this compound.

Electrical resistivity measurements exhibit remarkable anisotropy between ρc

and ρab. In addition, upon applied magnetic fields along the a axis, the ρab tem-
perature dependence changes from a metal-like to insulator-like behavior above the
CDW transition [102]. Hall effect measurements reveal a large anomalous component
(AHC) that disappears above the CDW transition temperature, attributed to time-
reversal symmetry breaking (TRSB) due to CDW looping currents [103]. Recent
muon spin relaxation (µSR) measurements below the charge ordering temperature
suggest TRSB, intensifying under an external magnetic field [104], though the ex-
istence of loop currents and TRSB in charge-ordered systems remains contentious
[105, 106].

Another notable feature in in ScV6Sn6 is the significant out-of-plane compo-
nent of the charge order, resulting in a larger displacement of Sc and Sn(1) atoms
compared to the minor V in-plane distortion [19]. Both experimental [107] and
theoretical [108] investigations have elucidated that the CDW order in ScV6Sn6 pri-
marily stems from the c-axis motion of the Sc and Sn(1) atoms. Interestingly, the
vHS originating from the V Kagome lattice remains unaffected by the onset of the
CDW order [109, 110], which is in contrast to the behavior observed in the Kagome
system AV3Sb5, where the vHS bands become gapped across the CDW transition
[112, 113].

Various studies [20, 107, 114] have reported the presence of short-range correla-
tions persisting at high temperatures T > 200 K, with a q 1

2
= (1

3
1
3

1
2) wave vector.

These short-ranged instabilities appear to compete with the q 1
3
= (1

3
1
3

1
3) charge or-
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der that emerges at TCDW ∼ 85 K, and the superlattice peak intensities for q 1
2

are
partially suppressed upon entering the CDW state. In one scenario, the formation
of the CDW order is attributed to the frustration of Sn(1)-Sc-Sn(1) chains in the
Kagome lattice (See Fig. 5.1B), leading to the establishment of long-range order
at q 1

3
[114]. Conversely, Density Functional Theory (DFT) calculations predict soft

phonon modes at the q 1
2
. Above TCDW , inelastic x-ray scattering measurements

observe a dominant dynamic short-range
√

3 ×
√

3 × 2 CDW, in agreement with
first-principle calculations. Below TCDW , however, ScV6Sn6 orders in the competing
channel

√
3 ×

√
3 × 3, which is arguably driven by electron-phonon coupling [20].

In this thesis, we use hydrostatic and uniaxial pressure to explore how the CDW
order responds to lattice compression in all directions, while specifically examining
changes along the c axis. This has previously been done to study the interplay
between electronic and lattice degrees of freedom in various types of orders [117, 118,
119, 120, 121]. In CsV3Sb5, uniaxial pressure experiments unveiled that variations
in the c axis lattice parameter significantly influence Tc and TCDW , regardless of
whether the system is compressed under hydrostatic or uniaxial pressure [122]. Such
findings indicated that the explicit breaking of lattice symmetry has minimal impact
compared to alterations in the c axis lattice parameter. In the case of ScV6Sn6, the
decision to apply uniaxial pressure along the c axis is grounded in prior investigations
where the presence of Cr on the V site was found to suppress the CDW order, and
structural analysis indicated that higher Cr content corresponds to a reduction in
the c-axis, suggesting it may act as the main driving force for the suppression of
charge order [109].

In this work, dilatometry measurements reveled a strong out-of-plane component
of the thermal expansion coefficient, displaying a jump with a negative sign at
TCDW . We observe the suppression of the CDW order for both hydrostatic and c-
axis uniaxial stress, with the CDW being suppressed more rapidly in the later case.
We found an important qualitative change in the shape of the CDW order anomaly
in the resistivity measurements under uniaxial stress, changing its character from
a drop to a hump-like feature. Moreover, in isothermal resistivity measurements
under uniaxial c-axis stress, a secondary anomaly is developed at lower temperatures.
Finally we suggest to different potential scenarios to explain the data. One based on
the competing CDW correlations and the second based a possible Lifshitz transition
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of the vHS.

5.2 Experimental results and discussion

5.2.1 Specific heat and thermal expansion
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Figure 5.2: Heat capacity measurement as a function of temperature around the
CDW transition. The red dashed lines were used to estimate the jump at TCDW .

To gain insight into the thermodynamic characteristics of the CDW phase transi-
tion and evaluate its strain sensitivity, temperature-dependent heat capacity CP (T ),
and linear thermal expansion α(T ) measurements were conducted.

Figure 5.2 shows the heat capacity measurement taken in a temperature range
from 60-90 K, around the CDW ordering temperature. A jump-like feature is ob-
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served in the heat capacity curve around TCDW = 85 K, marking the transition
temperature. The size of the jump was estimated to be ∆CP = 0.355 J/mol.K2,
determined using the criteria shown in the curve. Figure 5.3A shows the ∆L/L

curve as a function of temperature measured along the a∗-axis (blue dotted curve)
and c-axis (red dotted curve). The temperature dependence of the linear thermal
expansion α(T ) is obtained from the derivative of ∆L/L and the coefficients mea-
sured along a∗ (in plane direction perpendicular to a axis) and c are shown in figure
5.3B. The CDW transition is marked by a jump in α(T ), which is agreement with
the TCDW observed in heat capacity. The inset in Fig. 5.3B shows the α(T ) curves
zoomed in around the CDW transition and the criteria used to determine TCDW and
the size of the jumps for c and a∗. Linear fits were performed below and above the
jump and a vertical line is traced to determine the jump size. Importantly, there is
a small offset in TCDW between αc and αa∗ (about 2 K). Since the curves were mea-
sured in the same sample, this offset is likely due to the induced strain in the sample
when it is attached in the capacitance cell. As will be shown next, the sign of the
jump in thermal expansion measurements are related to the pressure dependence of
the transition temperature, therefore since the sample is slightly compressed upon
attaching it to the dilatometer cell along the direction in which the α(T ) will be
measured, this can affect the transition temperature by an small amount.

From the measurements it is clear that the jumps along the a∗-axis and c-axis
have opposite signs, i.e., ∆αc < 0 and ∆α∗

a > 0 meaning that there is an expansion
of the unit cell along c and a contraction of the a∗, as the sample is cooled through
TCDW . Moreover, the relative sizes of the jumps are significantly different, ∆αc =
-116×10−6 K−1 and ∆α∗

a = 42.1×10−6K−1, showing that the structural change is
strongly anisotropic. This is partially in agreement with temperature-dependent
X-ray diffraction measurements. While c increases by 0.04%, no noticeable change
occurs in a [19]. This jump indicates a higher strain sensitivity of the phase tran-
sition along the c axis. Thermal expansion measurements on CDW systems have
previously been done [30, 31, 32]. For example, in LaAgSb2, a comparable trend
was noted at TCDW , wherein the magnitudes and signs of the relative jumps differ:
|∆αc| > |∆αa|, with ∆αc < 0 and ∆αa > 0 [33]. It was recently reported a preprint
showing thermal expansion measurements on the related compound CsV3Sb5, and
a similar behavior was observed in the coefficients along a and c [123]. The out-of-
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plane coefficient αc showed a strong negative jump at TCDW , while a smaller but
positive jump was found in αa. This results corroborates with our finds, due to the
similar nature of these two compounds. Using the Ehrenfest equation (Eq. 5.1) one
can correlate the jumps in heat capacity and thermal expansion coefficient with the
pressure dependence of the transition temperature, as discussed below.

dTc

dP
= Vm

∆β

∆C/TCDW

. (5.1)

Here, P is pressure, ∆β is the volumetric thermal expansion jump, Vm is the molar
volume and ∆C is the heat capacity jump. Since ∆C is always positive, the sign
of the thermal expansion jump defines if the transition temperature is suppressed
or enhanced upon pressure. The relative jump sizes suggest that a larger effect is
expected for pressures along the c-axis. Moreover, according to Eq. 1, the relative
size and negative sign of ∆αc dominates the pressure dependence of the transition
temperature, which should be suppressed under hydrostatic pressure, in agreement
with the previous report [101]. A more detailed analysis will be done later in text,
once we show the measurements under hydrostatic and uniaxial pressure. Using
the jumps obtained in heat capacity and thermal expansion one can estimate the
suppression rate for TCDW using the Ehrenfest relation and compare with the direct
measurements of dTCDW /dP under uniaxial pressure. For now, one can say that the
anisotropy in thermal expansion and the high jump value for measurements long c

motivated us to study this sample by applying uniaxial pressure along the c-axis.

5.2.2 CDW under Uniaxial and hydrostatic pressure

After the evaluation of the potential strain sensibility of the c axis, we turn to
the electrical resistivity measurements under c-axis uniaxial stress, to understand
how the CDW order is affected by this tuning parameter. The measurements were
performed by applying stress on a bar-shaped sample along the c-axis with the
electrical current along the same direction. In figure 5.4A we show the electrical
resistivity curves as a function of temperature for many stress values as well as the
respective derivatives dρ/dT in 5.4B. The CDW transition temperature has a strong
sensitivity to c-axis stress, being suppressed with compression. The CDW transition
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Figure 5.4: (A) Temperature-dependent resistivity curves for different applied c-axis
uniaxial stress. The black arrow indicates the change in CDW anomaly character
from drop to upturn. (B) The respective derivatives dρ/dT . The open circles rep-
resente the criteria used to determine TCDW (mid-point of the rising edge). The
inset is zoomed region for pressures σ = 0.90 - 1.27 GPa, where the change in the
character is observed. The derivatives evolve from a jump-like (cyan curve) to a
peak-dip (brown curve) feature.
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decreases and gets broader as the pressure increases, keeping the same characteristic
up to σc = 1.05 GPa. At higher pressures, the anomaly changes shape, and a small
upturn appears around T ∼ 30 K (marked with a black arrow in Fig. 5.4A). This
change in the transition character, from drop-like to hump-like feature is a strong
indication of a change in the CDW wave vector, which generates a change in the
scattering rates and is reflected in the electrical resistivity.

At σc = 1.8 GPa no feature is observed in the resistivity curve and the system
recovers Fermi-liquid behavior (ρ ∝ T 2) at lowest temperatures. The transition
temperatures were determined by the mid-point of the rising (dropping) edge of the
derivatives (open black circles). The inset in figure 5.4B is used to show the higher
pressure dρ/dT curves, detailing the region around TCDW for σc = 0.90, 1.05, and
1.27 GPa. We see that at σc = 1.05 GPa the derivative rises, while for σc = 1.27
GPa a drop is observed, featuring the change in the shape of the anomaly at TCDW .

To compare to our uniaxial pressure data, we also made measurements of temper-
ature -dependent electrical resistance under hydrostatic pressure1. The resistance
curves as a function of temperature (R×T ) are shown in figure 5.5A for many ap-
plied pressures. As one can see, the R×T curves are qualitatively similar to those
obtained in c-axis uniaxial stress measurements. However, the transition broadens
more rapidly compared to the uniaxial pressure case, and a discernible shoulder
emerges for pressures exceeding P > 0.18 (marked as black arrows in Fig. 5.5B).
The widening of the transition becomes more apparent in the derivative curves de-
picted in Figure 5.5B. One conceivable reason for the emergence of this shoulder
around the transition zone could be attributed to sample inhomogeneity. As in
the uniaxial pressure, the mid-point of the rising edge was used to determine the
transition temperature.

In comparison with the previous measurements under hydrostatic pressure, our
1Electrical resistivity measurements under hydrostatic pressure were conducted using a piston-

clamp pressure cell with Daphne 7373 oil as the pressure medium. Resistivity measurements
employed a standard four-point technique with the current along the [001] direction (c-axis). The
pressure within the sample space was determined using the shift in the superconducting transition
temperature of Pb. For temperature sweeps, the hydrostatic cell were loaded into a Quantum
Design Physical Property Measurement System (PPMS). The hydrostatic pressure measurements
were performed by Dr. M.O. Ajeesh, postdoc at the time in the SCES team in MPA-Q, at Los
Alamos National Laboratory. My sincere acknowledgments to Ajeesh for this contribution.
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Figure 5.5: (A) Temperature-dependent resistance curves for different applied hydro-
static pressures. (B) The respective derivatives dρ/dT . The open circles represente
the criteria used to determine TCDW (mid-point of the rising edge). The inset is
zoomed region of the derivative curves for pressures σ = 0.98 - 2.21 GPa.
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results are qualitatively different. In X. Zhang et al. [101], the broadening of the
transition is less evident, and the transition remains well defined until reaching a
pressure of P = 2.04 GPa. The alteration in the anomaly’s shape is only observed
as a minor kink beyond P = 2.19 GPa, a value close to our upper-pressure limit
of 2.21 GPa. This proximity likely explains why this feature is not discernible in
our measurements. Also, their resistivity measurements were performed with the
electrical current in the ab-plane, while our measurements were done in a bar-shaped
sample with I//c. Even though the pressure is equally distributed, the current is
along the [001] direction, which makes our measurements more sensitive to changes
in the scattering rate along the c-axis.

To better understand the effects of uniaxial pressure, resistivity was measured
as a function of applied uniaxial pressure at fixed temperatures. The R×σc curves
are shown in figure 5.6A, and their derivatives are shown in figure 5.6B and C.
Since the CDW is suppressed with the c-axis compression, the pressure PCDW (at
fixed temperature) at which the system goes from CDW ordered to the normal state
is marked as a change in the inflection of the curves, indicated by the red arrows
for different temperatures. These points are also shown as open red symbols in
the derivative curves. As we decrease the temperature a second nearby feature,
which we call hereafter P ∗( or T ∗), starts to appear at slightly lower pressure (black
arrows) regarding to the main transition and becomes more noticeable at lower
temperatures. In figure 5.6A, B, and C one can notice that the PCDW and P ∗ are
continuously moving upwards in pressure, which means that the associated transition
temperatures TCDW and T ∗ are being suppressed. Interestingly, at T = 25 K, the
R×σc form a plateau, where both features are seemly close in the resistance axis. For
T < 25 K, the anomaly in PCDW (or TCDW ) is suppressed, the curve is dominated
by the lower-pressure secondary feature, and the inflection change mainly occurs
at P ∗. As TCDW gets weaker, T ∗ seems to be slightly enhanced. The nature of
this second feature is not clear from our measurements, nevertheless, we discuss
two possible scenarios later in the text. One is based on the reinforcement of the
short-ranged CDW correlations with a different wave vector and another based on
a possible stress-induced Lifshitz transition of the vHS.

The pressure-temperature phase diagram show in figure 5.7 was constructed to
compare the suppression rate between hydrostatic and uniaxial pressure along the
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Figure 5.6: R×σc curves at fixed temperatures (A); The red and black arrows show
the transition points defined as PCDW (TCDW ) and P ∗

CDW (T ∗
CDW ), respectively. In

the derivatives of the R×σc curves (B, C) the open red (black) symbols show the
TCDW (T ∗

CDW ) transition temperature, defined as the mid-point of the dropping
edge. The data in A and C for temperatures below 25 K is shifted vertically for
clarity.
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c-axis. The yellow triangular symbols represent the main transition temperatures
from our hydrostatic pressure data. The red squared symbols are the TCDW tem-
peratures taken from the resistivity measurements as a function of temperature.
TCDW (blue squares) and T ∗(P ∗) (light green diamonds) were obtained from the
isotherm measurements of R × σc. The first noticeable feature of the phase diagram
is the difference between TCDW under hydrostatic (HP) and c-axis uniaxial pressure
(UP) measurements. While in the HP case the transition temperature is linearly
suppressed under compression, the UP dependence of TCDW shows a approximately
linear behavior up to σc ≈ 1 GPa. For higher pressures, looking at the points from
R × σc, a stronger non-linar behavior is observed. This change in slope at around
σc ≈1 GPa might be related to the destabilization of the main CDW transition,
since it is around this pressure value where the transition gets weaker and the lower
pressure secondary anomaly T ∗ sets in. Moreover, for σc > 1 GPa we observed shape
change of the CDW transition in the resistivity curves as a function of temperature,
from drop-like to a hump-like feature (Fig. 5.4A). In the lower temperature curves
P ∗ seems to become almost temperature-independent, as can be seen in the phase
diagram and from Figure 5.6.

As the thermal expansion measurements indicate, a positive peak in ∆αa∗ , coun-
teracts the suppression of the phase transition under hydrostatic pressure, thereby
reducing the rate of suppression. Conversely, for the c-axis UP the suppression is
expected to be strong due to the lack of the in-plane component, as stated here.
From the linear fit in HP dependence of TCDW (yellow dashed line in Fig.5.7) we
obtain a suppression rate of dTCDW /dP = -17.5 ± 0.5 K/GPa. While for uniaxial
pressure, we perform a linear fit from σc = 0 - 1 GPa (linear region), obtaining a
dTCDW /σc = -41.2 ± 2 K/GPa, which is roughly the double of the rate for hydro-
static pressure compression, confirming the stronger strain sensibility of the c axis.
Using the Ehrenfest relation given in equation 5.1, one can estimate the pressure
dependence of the CDW transition. For this, one must calculate the jump in the
volume thermal expansion ∆β, which for this hexagonal system will be given by
∆β = ∆αc + 2∆αa∗ = -74 × 10−6 K−1. Using the molar volume Vm = 14.34 ×
10−5 m3mol−1. This values yields to a dTCDW /dP ≈ - 29 K/GPa, which is higher
than the obtained from the linear fit. This overestimation can be related to errors
associated to the determination of the heat capacity and thermal expansion jumps.
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Conversely, by using the data from [101], we obtain dTCDW /dP ≈ - 36 K/GPa.
Although this value seems to be closer to the estimated by using the equation 5.1,
they reported a first increase in TCDW followed by a decrease under hydrostatic
pressure. This first increase followed by a decrease in TCDW is not expected due
to the large out-of-plane component observed in our thermal expansion measure-
ments, which will dominate the hydrostatic pressure-dependence. Therefore, they
most likely obtained wrong values for the pressure and/or the temperatures in their
measurements. Another study was recently published on arxiv (March 04 2024)
[124], where is also reported resistivity measurements under hydrostaic pressure on
this system. From their data we obtained dTCDW /dP ≈ - 26 K/GPa, which is close
of our estimated from the equation 5.1. In contrast to the data from [101], they do
not observe the rise in TCDW prior to the suppression, in agreement to our data.
The figure 5.8 show a phase diagram comparing our hydrostatic pressure data and
both studies cited above.

Another interesting result from our resistivity measurements is the behavior of
the residual resistivity with pressure. In figure 5.9A-C, we show the variation of
the resistance with pressure, plotted as ∆R/Rmin, where ∆R = R - Rmin. Rmin is
the resistance at the minimum pressure measured. In the case of the hydrostatic
pressure this is close to 0 GPa. For the c-axis uniaxial stress, it is around σc ≈ 0.7
GPa, which was the minimum measured due to our measurements limitations. In
the uniaxial pressure, the maximum voltage one can apply to the piezo stacks is
temperature-dependent. At T = 2 K one can use the full voltage range, therefore,
in order to reach higher pressures, the measurements for low temperatures were
done using a secondary DC source to reach voltages up to 300 V, and the minimum
voltage was 100 V, which give us a initial pressure of 0.7 GPa. Although we cannot
compare quantitatively the ∆R/R for different measurements, it is possible to se
the qualitative changes. The curve in figure 5.9C is the R × σc taken at T = 2 K,
which we can used as a residual resistivity. The data points in A and B, are from
the R × T curves for hydrostatic and uniaxial pressure, respectively. The residual
resistivity increases, reaching a maximum at around P ≈ 1 - 1.2 GPa for all curves.
For uniaxial pressure, the subsequent drop is much sharper than in the hydrostatic
case, this is expected since the sample is more sensible to the c-axis stress.
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Figure 5.7: Pressure-temperature phase diagram produced using the electrical resis-
tivity measurements under uniaxial and hydrostatic pressure.
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5.3 Discussion

To explain our data, we propose two possible scenarios: i) Our resistivity curve as
function of temperature for c-axis stress between 1.05 and 1.27 GPa, demonstrated
a change in the character of the CDW transition, which is an indication that the
CDW wave vector has changed. A second kink at (T ∗ or P ∗) was observed at lower
pressures in the isotherm R×σc curves, which evolves as the temperature is lowered
and we address this second kink with a possible reinforcement of the q 1

2
short range

correlations, corroborating with the observations in ρ×T . ii) In the second scenario,
T ∗ could be addressed to a totally different phenomena, where the c-axis uniaxial
stress could induce a Lifshitz transition due to the Van Hove singularities transverse
the Fermi surface. Both scenarios are explained in more details below:

Scenario i):
The proposed q-dependent driven q 1

3
order explains the previously observed

drop in the resistivity measurements at TCDW [20], and our pressure-dependent
measurements align with this scenario. Upon suppressing the transition, the scat-
tering is reduced causing the inflection change in the R×σc curves at the transition.
In addition, we observe that even the secondary transition is also suppressed upon
compression, which also can be explained if one considers this feature to be corre-
lated to the q 1

2
state; if the latter is developed by phonon softening of out-of-plane

modes, the pressure along c crystallographic axis can promote the hardening these
soft phonons [125], suppressing the transition. Therefore, the suppression of the
q 1

3
order may be, on one hand, enhancing the q 1

2
correlations, promoting a change

in the most favorable ground state, and meanwhile q 1
2

is also suppressed through
phonon hardening.

Our results also corroborate with the order-disorder scenario proposed by G.
Pokharel et al. [114]; The compression along the c-axis could lead to the stabilization
of the frustrated Sn-Sc-Sn chains which makes the onset of long-range order q 1

3
no

longer necessary to minimize the system energy, pushing the transition down to
the energy scale where the short-range correlations q 1

2
become the main ground

state. Interestingly, we see that the ∆R/Rmin peaks out at the same region in phase
diagram where the CDW anomaly in R × T changes from drop to hump-like and
at around where T ∗ appear in R × σc. Considering this scenario, the competition
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between the two ordered states may be enhancing the scattering in this region,
due to the destabilization of the main CDW order. Although the long range CDW
stabilizes at q 1

3
, the observed phonon softening mainly occur in the q 1

2
channel [107],

which is counter intuitive.
Interestingly, A. Subedi performed first principle calculations to map the energy

landscape of the structural distortion associated to the CDW transition in this
material [115]. Its results are in agreement with the previous DFT calculations
[108], showing that the dominant phonon instability occur at q 1

2
. However, he

found that despite the instability at q 1
2

causes the largest energy gain, only two
distinct structures occur due to this stability, separated by 6 meV/f.u., while for
the q 1

3
, there are six possible distorted structures lying within 2 meV/f.u. of each

other. Therefore, since there are more nearly-degenerated distinct structures, the
emergence of the q 1

3
the energy gain due to this larger multiplicity might be favoring

q 1
3
. He argue that this is a analogue to the order-by-disorder mechanism discussed

for frustrated magnetic systems [116]. In the context of our measurements, since
the e − ph coupling is strong in this material, tuning the lattice by c-axis stress may
disrupt the balance between the multiple instabilities associated to different CDW
wave vectors, causing a change in the most favorable ground state.

Scenario ii): This scenario is based on the rich nature of the electronic band
structure in ScV6Sn6. As mentioned before, the geometrically frustrated triangu-
lar lattice of this compound features Dirac bands, Van Hove singularities and flat
bands (See figure 5.10A). Multiple Kagome-derived vHS are observed near the Fermi
surface at M point of this compound [109, 110, 127], as revealed by ARPES measure-
ments. The vHS bands are two-folded, having bands with two opposite concavities,
classified as electron-like vHS1 and hole-like vHS2. The figure 5.10B show the band
structure along the Γ−M−Γ path reported in [127], obtained from DFT calculations
(uper panel) and ARPES measurements (lower panel), showing that the theorectical
prediction is in good agreement with the experiments. The vHS1 and vHS2 bands
are marked with pink arrows. The vHS1 band has its maximum slightly above the
Fermi surface, while vHS2 is slightly below. This observation is very similar to the
case of AV3Sb5 [112, 113]. However, in contrast to the AV3Sb5 system, the VHs
in ScV6Sn6 do not become gapped across the CDW transition and, therefore, it is
argued that it should play a marginal role in the formation of the charge ordered
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state. Nonetheless, in ScV6Sn6 the vHS are still there and even though the CDW
and vHS seem to be uncorrelated, the an external stimuli like c-axis stress might
be acting on changing the Fermi surface topology, bringing the vHS to play a role
in the physical properties of ScV6Sn6 as we discuss below. It is noteworthy that
Mozaffari et. al. [128] suggested that the sublinear behavior observed in the resis-
tivity measurements at temperatures above TCDW is derived from the contribution
of the thermally activated vHS to the scattering rate.

Figure 5.10: (A) Band structure of a Kagome lattice (Figure from reference [109]).
(B) Calculated band structure (upper panel) and measured dispersion (lower panel)
along the Γ − M − Γ path. Dirac cone and vHS are indicated by red and pink
arrows, respectively. (figure from reference [127]).

The vHS are characterized by a minimum, maximum or a saddle point in the
electronic dispersion ε(k), and this has a strong consequence in the density of states
N(ε). The N(ε) is the number of allowed wave vectors per unit energy at each
energy of the system. Mathematically we can express as the following:

N(ε) = 1
4π3

∫ 1
|∇ε(k)| . (5.2)
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Therefore, since it inversely depends on the divergence of the electron dispersion
∇ε(k), for a dispersionless band, like in the saddle point of the vHS, the N(ε)
is strongly enhanced. This enhanced density of states will influence the physical
properties of the material depending on the proximity to the Fermi surface. In
systems such as in the unconventional superconductor Sr2RuO4, the vHS are located
above the Fermi surface. However, upon applying uniaxial strain along the [100]
direction the filling is raised bringing the Fermi level to higher energy, traversing
the vHS and inducing the so-called Lifshitz fransition [129]. At the same time, the
superconducting transition is strongly enhanced due to the increase in the density
of states. This was first reported by measuring the resistivity curves as a function
of temperature for different applied strains and using elastoresistance measurements
[130], similar to those R×σc we report here for ScV6Sn6. The Lifshitz transition was
further confirmed by ARPES measurements under uniaxial strain. This transition
identified by Lifshitz cannot be described by the common knowledge Landau theory
of continuous phase transition, since there is no symmetry broken or long-range order
associated to it. Instead, the Lifshitz transition is characterized as a topological
transition, where the two different states (above and below the transition) maintain
the same symmetry but with different Fermi surface topology.

In ScV6Sn6, whether the c-axis stress moves the Fermi level up or down (or do
not move it at all) it is not known. However, if it does move, in any direction, there
are two vHS which can be traversed, vHS1 which is above the Fermi level and vHS2,
which its maximum is below the Fermi level. Considering one of these two cases,
we can suggest another interpretation for our data. For all measured temperature
range the resistance increases and peaks, followed by an abrupt decrease. Before the
P ∗ appear, the inflection change occurs when we cross the CDW phase boundary.
This is expected since the resistivity is smaller below CDW transition as seen in the
ρ(T ) curves (Fig. 5.4A). In our measurements presented in figure 5.6A, the kink
observed at P ∗ is very weak at higher temperatures and become more pronounced
as we decrease the temperature. In ScV6Sn6, this enhanced scattering might be con-
sistent with the Lifshitz transition scenario, since at higher temperatures the Fermi
level may cross the vHS, but since the band is thermally activated the transition is
smoothed. As we decrease the temperature, the CDW transtion is suppressed and
inflection change in the R × σc mainly occur at P ∗. Moreover, the P ∗ is almost
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temperature-independent for T < 25 K, which is expected since the thermal energy
start to become much smaller and the transition will appear more sharply at the
same pressure value. The enhancement of the ∆R/Rmin around P ≈ = 1-1.2 GPa at
low temperatures coincides with the emergence of P ∗ and it is a possible indication
for a Lifshitz transition, such as observed in CsV3Sb5, where the superconductiv-
ity presents two domes in the pressure-temperature phase diagram, and the second
dome is possibly associated to a Lifshitz transition enhancing the superconductivity
[131, 132]. Similarly, in Sr2RuO4, the elastoresistance behavior in the normal state,
show a peak at the Lifshitz transition, coinciding with the maximum of Tc [130]. in
ScV6Sn6 the increase of the density of states containing Fermions with slow velocity
or higher effective masses m∗ produces a similar behavior. At low temperatures,
ρ0 ∝ m∗, therefore, as the vHS is traversed by the Fermi level, the Fermions of the
flat band will enhance the scattering rate.

In the second scenario T ∗ would be associated to a Lifshitz transition and not
to the onset of the short-ranged CDW correlations. In such case, T ∗ and TCDW

would likely be uncorrelated, since the vHS seem to not be affected by the CDW at
all. It is important to mention that either case one must to consider strain/stress
inhomogeneities to play a degree of a role in those measurements. Thus, to confirm
or rule out these scenarios different analysis must be done, such as new elastore-
sistance measurements, i.e., new R × σc curves in different specimens, to observe
if the results are reproducible. First principles calculations for the electronic band
structure considering the c axis reduction are also desirable. Additionally, structural
measurements under c-axis uniaxial stress would be helpful to understand the evolu-
tion of the q 1

3
and q 1

2
correlations under this condition and confirm if the structure

does not change abruptly at higher pressures.

5.4 Conclusion

In summary, our study revelaed that the out-of-plane component of the charge
order dominates the phase transition and plays a crucial role in the CDW phase
transition of ScV6Sn6. Thermal expansion measurements show a strong anisotropy
among in-plane and out-of-plane coefficients. Applied uniaxial pressure along the
c-axis rapidly suppresses the CDW transition, altering its characteristics from drop
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to hump-like feature at pressures σ > σc = 1.05 GPa. In comparison with the hy-
drostatic pressure the uniaxial pressure along the c-axis tune the CDW transition
more rapidly, which is consistent since with the thermal expansion measurements,
that revealed a higher strain sensitivity along c. The c-axis elatoresistance mea-
surements exhibit two kinks, which we propose two potential scenarios to explain
it. One associated with the competition between q 1

2
and q 1

3
CDW correlations and

the second due to a putative Lifshitz transition, likely uncorrelated to the CDW
transition. Further experiments using different specimens must be carried out to
confirm these results. For example, X-ray diffraction experiments are highly desir-
able to fully comprehend the structural changes under c-axis stress. In this work,
we explore for the first time the uniaxial pressure effect on the newly discovered
CDW Kagome system ScV6Sn6. Moreover, we were able to successfully grow single
crystals showing a rod-shape along the c-axis, which is an uncommon for hexagonal
systems. We expect to explore this unique growth characteristic for future uniax-
ial pressure studies, probing the material properties beyond the electrical transport
measurements, using this compound as a prototype to explore the interplay between
CDW and nontrivial topology.
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Chapter 6

Final considerations and
perspectives

The uniaxial pressure technique has proven to be a powerful tool on unraveling the
physics beyond the isotropic compression. The newly developed strain/stress appa-
ratus, which nowadays is commercially available, can bring a whole new perspective
on studying quantum materials, and the implementation of such field in laboratories
here in Brazil is highly desirable. This technique has been already widely used by
strong groups around the globe, in institutions such as Max-Planck-institut (Ger-
many), Stanford University (USA) and the Los Alamos National Laboratory (USA),
among others.

In this work, we explore the physical properties of two intermetallic compounds
using uniaxial pressure as external tuning. On the La3Co4Sn13, the axis selectiv-
ity of this technique revealed unusual behavior of the CDW and superconducting
states for pressures applied along different directions. The superconducting state is
suppressed at different rates depending on the direction of applied pressure. This
is in contrast with the studies under hydrostatic pressure. The effects observed on
the CDW transition is also intriguing. The upturn anomaly observed in resistivity
measurements due to the CDW transition develops differently along the different
directions, which might be correlated to the different suppresion rates observed for
the superconductivity. Moreover, along the [110] direction, we observe a broader
feature in ρ(T ), which is narrowed as the sample is compressed. This feature was
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confirmed by measuring two different samples. Since this direction is related to the
CDW wavevector qCDW = (0.5 0.5 0) in this compound, we proposed a possible
scenario in which the change in the shape of the upturn could be correlated to dif-
ferent CDW degenerated domains that become aligned as the sample is cooled under
stress. The same qualitative behavior is observed using the AC-ECE measurements
as a thermodynamic probe.

Another part of this work was on exploring the CDW Kagome system ScV6Sn6.
Using a capacitance dilatometer we measured linear thermal expansion measure-
ments and we found a significant anisotropy between the in-plane and out-of-plane
component of coefficients across the CDW transition. This suggested that the CDW
should have a strong stress/strain sensitivity for pressures applied along the c-axis.
We were able to successfully growth single-crystals of ScV6Sn6 with an unusual
crystal shape for such hexagonal systems, displaying a long-rod along the c-axis,
which makes the crystals highly suitable for measurements under uniaxial pressure.
We perform electrical resistivity measurements under c-axis uniaxial stress, which
rapidly suppresse the CDW transition and revealed a change in the CDW anomaly,
from drop to hump-like in the temperature-dependent resistivity curves for pressures
σc > 1.05 GPa. A second feature was also observed to develop in isotherm elastore-
sistance measurements, which become more pronounced at lower temperatures. We
suggest two scenarios to explain the observed results, where this change in shape
could be related to an alteration of the CDW wave vector, due to the highly unstable
nature of the long-range CDW correlation in this material. On the other hand, we
note that these results might also be consistent if the secondary feature is considered
to be related to a Lifshitz transition, driven by the c-axis stress.

In summary, our results have shown that the uniaxial pressure tuning can re-
veal intricate physics and help us to understand possible hidden mechanisms in the
materials. We have studied specifically systems displaying charge density waves,
however, the uniaxial pressure approach can go much beyond charge order. It can
give insight on diverse physics, such as magnetic and topological materials. It can be
used beyond tuning parameter but also to investigate the coupling between lattice
and electronic degrees of freedom.

As a future perspective, for La3Co4Sn13 is desirable a comprehensive study to
explore the domain physics of the CDW in this material. Techniques such as Dark-
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field X-ray Microscopy, can be useful to map the domains in a mesoscopic scale (see
appendix A).

The compound ScV6Sn6 was discovered very recently, and became an ideal plat-
form to study the interplay between CDW and nontrivial topology. There is a long
path to completely unravel the origin of the CDW in this material. We expect to
perform future investigations in this compound exploring the “out-of-plane growth”
characteristic of this system found in this work.
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Abstract

Charge density waves (CDW) are a collective phenomenon where below a certain
transition temperature TCDW , there is a modulation of the conduction electrons
accompanied by a distortion in the crystalline lattice. Experimental signatures of
CDW can be observed even in macroscopic measurements such as thermal and
electrical transport, as well as X-ray diffraction, where new reflections appear in
the diffraction pattern below TCDW . CDW often emerge in systems that also
exhibit superconductivity, coexisting and/or competing with the superconducting
state, raising the question of the role of CDW in the formation and stabilization
of the superconducting state. This work aims to explore the formation of charge
density wave domains in order to enrich the knowledge about this fundamental
state, as well as its possible implications for the emergence of the superconducting
state. Here, X-ray diffraction and dark-field X-ray microscopy (DFXM) were used
as the main techniques. Using these techniques, we hope to explore and characterize
the mesoscopic and macroscopic properties of CDW in the intermetallic compound
Sr0.4Ca0.6Rh4Sn13 and its possible connection with the superconducting state.

Introuction

Charge density waves are characterized by the periodic modulation of conduction
electrons and are frequently observed in various materials. This fundamental state
can have a significant influence on the physical properties of a material; therefore,
characterizing and understanding this phenomenon is of great interest in the scien-
tific community. Experimentally, such transitions can be macroscopically character-
ized using specific heat, magnetization, electrical resistivity, among other transport
and thermodynamic measurements. However, due to the way they are performed,
these measurements result in average information of these quantities and may hide
important details that occur on the mesoscopic scale. CDW can connect with in-
trinsic and extrinsic degrees of freedom within a material. For example, the spatial
distribution and formation of CDW domains can occur in different ways and on
different scales depending on the internal structure of the material.

The spatial characterization of CDW is generally performed using microscopy

A.2



Chapter A – Full-field imaging of the charge density wave structure using
Dark-field X-ray microscopy (DFXM)

techniques. Among them, scanning tunneling microscopy (STM) and transmission
electron microscopy (TEM) [1, 2, 3] are notable. However, despite being extremely
powerful techniques for observing electronic modulation, they are limited to fields
of view of a few hundred nanometers and are primarily sensitive to the surface
of materials, extremely thin samples, or are destructive in nature. Such conditions
often do not represent the mesoscopic or macroscopic nature of the material, making
it difficult to connect with the macroscopic physical properties of the system under
study. Therefore, the search for techniques that enable the study of materials on
a mesoscopic or even macroscopic scale has become a necessity in the academic
community of materials science.

The technique called Dark-field X-ray microscopy (DFXM) has shown promise
for structural characterization of materials on multiple scales. DFXM is an X-
ray microscopy technique performed in synchrotron laboratories. However, it is
relatively new, and its first dedicated beamline was implemented in 2019 at the
European Synchrotron Radiation Facility (ESRF) in Grenoble, France [4]. Since
then, at this laboratory, DFXM has been primarily used to characterize defects
in crystals [5], formation of ferroelectric domains [6], and even the microstructure
of biominerals [7]. A DFXM microscope can produce images on scales ranging
from nanometers to hundreds of micrometers and, because it uses X-rays, is a non-
destructive technique for most solids. This technique was recently implemented at
the 6-ID-C beamline of the Advanced Photon Source (APS) in Illinois, USA, where
this work was conducted. Unlike the ESRF, this beamline focuses on applying the
technique in sample environments with access to low temperatures and static and
pulsed magnetic fields, being the first beamline to enable the use of DFXM under
these conditions [8, 9, 10, 11].

In this work we use of DFXM to characterize, for the first time on a mesoscopic
scale, the charge density wave structure of an intermetallic system using a Bulk
sensitive probe. For this purpose, the prototype system chosen was a material pre-
viously studied in our research group at the Brazilian Center for Physics Research
(CBPF). The studied compound was Sr0.4Ca0.6Rh4Sn13, which belongs to the fam-
ily of R3T4Sn13 compounds (R = rare earth or alkaline earth metal, T = transition
metal), which exhibit a wide range of physical properties, including charge density
waves [12, 13, 14]. This compound undergoes a CDW transition around TCDW ∼ 40
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K and a superconducting transition at Tc ∼ 7.5 K [13]. The main objective of this
study is to observe, on a Bulk mesoscopic scale, the formation of the CDW using
DFXM images and to observe how the charge ordering domain structure connects
with the primitive internal structure of the material and its relation to intrinsic
defects in the crystalline structure. Additionally, with the possibility of studies at
temperatures below Tc, we can observe if there is any change in the distribution of
CDW domains within the superconducting state, which may indicate the correlation
of CDW domains with superconductivity stabilization. Besides the scientific prob-
lem, since it is a newly developed and little-applied technique for low-temperature
systems, this work allows us to explore its limitations and contribute to its develop-
ment.

Domain structure in CDW

Charge density waves in real materials exhibit long-range structure. The forma-
tion of this structure is generally non-uniform and can unfold into different domains
within the material, consequently altering its physical properties. In this section,
we will describe some examples of materials where CDW domains have been ob-
served and their implications for their physical properties. Most of these materials
are of low dimensionality (quasi-1D or 2D), and studies of CDW in 3D materials
are scarce due to their complexity and the absence of examples of CDW in higher
dimensions. One example of a low-dimensional material class that exhibits CDW
is transition metal dichalcogenides. Among their varieties, many show charge or-
dering where there is a breaking of translational symmetry both by the conduction
electrons and the crystalline structure. Studies of domains in these compounds are
abundant in the literature. In particular, the compound 1T-TaS2, classified as quasi-
bidimensional with a star-of-David hexagonal structure [Figure A.1(a)], undergoes
a commensurate CDW transition forming a

√
13 ×

√
13 superstructure at T = 180

K. Additionally, this material exhibits a state called Mott insulator, which generally
occurs when Coulomb repulsion is strong enough to create a gap in the Fermi sur-
face. Figures A.1(b, c) show STM images of the formation of different domain walls
(DW) in 1T-TaS2. The formation of DWs is connected to the propagation vector
of the CDW and extends in an irregular network with typical sizes up to several
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hundred nanometers [22, 23]. It has been shown that these domain walls can be

Figure A.1: (a) Structure of the compound 1T-TaS2. Figure from [22]. (b, c) Charge
density wave domain walls in the compound 1T-TaS2. Figure from [23].

manipulated by exciting the material through laser pulses or voltage pulses, and in
turn, the formation of DWs has a significant impact on the electronic properties of
the compound. For example, a metallic state is induced from the Mott insulating
state, indicating that CDW domain walls may be correlated with the Mott state [22].
Another similar compound is 1T-TiSe2, which below T = 202 K exhibits a CDW
that can be suppressed by hydrostatic pressure, giving rise to a superconducting
state. X-ray diffraction studies under pressure have shown a possible correlation
of domain formation with the emergence of superconductivity, as it emerges in the
vicinity of a commensurate-to-incommensurate (C/I) CDW transition and not ex-
actly where the CDW is completely suppressed by hydrostatic pressure [24]. In the
phase diagram of Figure A.2, we can see that superconductivity, represented by the
red region, is close to where the C/I transition of the CDW occurs, around P = 3
GPa, while the complete suppression occurs around P = 5 GPa. In these examples,
CDW domain structures can play an important role in the properties of materials
and the emergence of other fundamental states. Therefore, characterizing this type
of structure becomes relevant for understanding the nature of states of matter and
also for the possibility of manipulating these properties for technological purposes.
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Figure A.2: Phase diagram T × P of the compound 1T-TiSe2 [24].
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CDW in (Sr1−xCax)3Rh4Sn13

The compound studied in this project was (Sr1−xCax)3Rh4Sn13 with x = 0.6. This
belongs to the family of R3T4Sn13 compounds (R = rare earth or alkaline earth
metal, T = transition metal), most of which exhibit commensurate charge den-
sity waves with propagation vector qCDW = (0.5 0.5 0). Unlike the compounds
mentioned earlier, this family has a three-dimensional character, making it an in-
teresting platform for studying CDW in higher dimensions. As mentioned earlier,
CDW manifest in macroscopic measurements, and for this compound, it is no dif-
ferent. In Figure A.3(a), resistivity curves as a function of temperature for different
pressures applied to the compound Sr3Rh4Sn13 are shown. The increase in electrical
resistivity around the transition (T ∗) is associated with the partial opening of the
gap in the Fermi surface, and superconductivity emerges around Tc ∼ 4.7 K. Here,
the CDW can be suppressed both by hydrostatic pressure and by increasing the con-
centration of Calcium in the system. Looking at the phase diagram, we see that Tc

reaches its maximum at x = 0.9, where the CDW can no longer be observed [Figure
A.3(b)]. There is also evidence of quantum criticality at the point where the CDW
disappears, such as non-Fermi liquid behavior of the electrical resistivity and the in-
crease in the ratio between the specific heat jump at the superconducting transition
and Tc (∆Cp/Tc) [13, 25]. The interaction between CDW and superconductivity in
this material is not yet fully understood, and the study of domain structure may be
important for understanding this mechanism, as is the case with low-dimensional
materials. For the study of this domain structure, composition x = 0.6 was chosen
so that the CDW superstructure peaks are still present in X-ray diffraction, and
the superconducting transition temperature is high enough to be accessed with the
cryostats used in this work.

Synthesis and characterization of the compound

Single crystals of Sr0.4Ca0.6Rh4Sn13 with typical sizes of 1 - 4 mm were synthesized
using the metal flux technique [26]. To determine the macroscopic physical prop-
erties, we used measurements of electrical resistivity and magnetic susceptibility to
observe the CDW and superconducting transitions. Figure A.4(a) shows the resis-
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Figure A.3: (a) Resistivity curves as a function of temperature for different applied
pressures. (b) Phase diagram T × P, x of the compound (Sr1−xCax)3Rh4Sn13 [13].
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tivity curve, its derivative (b), and the magnetic susceptibility (c) as a function of
temperature. We observe that the CDW transition occurs around TCDW ∼ 40 K and
the superconducting transition arises around Tc ∼ 7.5 K [inset figure A.4(a)], both
in agreement with values reported previously in the literature for this Calcium con-
centration [13]. In our preliminary X-ray diffraction experiments on single crystals

Figure A.4: . (a) Electrical resistivity as a function of temperature and its first
derivative (b). Magnetic susceptibility as a function of temperature (c).

at low temperatures, we observed the temperature dependence of the superstructure
peak related to the CDW transition, as expected for charge ordering systems [figure
A.5(a). Interestingly, we do not observe a quench of the CDW reflection across the
superconducting transition, which indicate an absence of competition between these
states. For the DFXM experiments, a piece of single crystal was polished to a thick-
ness of 150 µm and oriented using Laue diffraction with its surface perpendicular to
the [110] direction, as shown in figure A.6(a and b).
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Figure A.5: (a) Temperature dependence of the reflection QCDW = (0.5 0 7.5).

Figure A.6: (a) Laue diffraction pattern of the [110] direction perpendicular to the
crystal surface. (b) Orientation of the crystal structure obtained by Laue diffraction.
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Dark Field X-ray Microscopy (DFXM)

As briefly mentioned in the introduction, DFXM has proven to be a powerful tool
for characterizing materials on multiple scales. In this section, we describe the func-
tioning of this technique and how it can aid in the study of CDW domains. DFXM is
a full-field technique that allows imaging of the projection of an illuminated volume
of the sample with resolutions of the order of 100 nm. DFXM is based on X-ray
diffraction and is conceptually similar to dark-field techniques used in transmission
electron microscopy. However, since X-rays have high penetration power, it allows a
non-destructive study of bulk materials, i.e., materials with thicknesses of the order
of hundreds of micrometers. The basic principle of DFXM is to magnify the X-
rays diffracted by the material using polymer compound refractive lenses (pCRLs)
designed to focus X-rays. A monochromatic beam from a synchrotron source is
incident on the sample under diffraction conditions, and the diffracted beam is sub-
sequently magnified by the polymer lenses, generating an inverted image in the real
space of the illuminated volume (Figure A.7). Images can be obtained by rotating
the sample slightly around the diffraction angle θ to obtain different projections of
the illuminated volume, providing a mosaic mapping of the region of interest, and
enabling to scan different regions of the sample by translating the sample relative to
the beam. These real-space images will have contrast due to local variations in crys-
tal lattice symmetry, orientation, and strain [27]. Images are obtained by positioning
2D detectors in the image plane, and magnification can be adjusted by modifying
the sample-lens-detector distance. The 6-ID-C line, where the experiments were
conducted, is equipped with a high-resolution diffractometer, pCRLs with an ef-
fective aperture of 68× 68 µm optimized to operate at 20 keV. We have used two
types of area detectors, Zyla sCMOS, which is a scintillator-type detector with an
effective pixel size of 6.5×6.5 µm and optical magnification of 5x, and Lambda,
which uses direct detection with a pixel size of 55×55 µm. The latter is particularly
important for obtaining images of CDW diffraction peaks, as these peaks generally
have low intensity compared to structure peaks. Imaging techniques, usually re-
quire high intensity beams, in the case of DFXM, where the imaging is performed
at the diffraction condition, a reasonable intensity can be achieved for structural
peaks. However, for CDW, the satellite peaks are frequently have intensities of a
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Figure A.7: Scheme of the DFXM experiment. Figure from reference [10].

order of million/billion times lower than the peaks from the pristine structure. For
low-temperature experiments, the low-vibration Montana cryostat was used, which
has a beryllium window for diffraction experiments and can operate at temperatures
between 3 - 300 K (see figure A.8).

Experimental Procedure

In order to spatially characterize the CDW in the compound of interest, the follow-
ing experimental procedure was performed. A sample of Sr0.4Ca0.6Rh4Sn13 with a
thickness of 150 µm was mounted in the cryostat, cooled to T = 3 < Tc = 7.5 <

TCDW = 40 K, and aligned so that the peak QCDW = (9/5 7/5 0) is in diffraction
condition. The sample was illuminated with a nearly-1D beam with dimensions of
20×200 µm to enable vertical cuts in different regions within the sample volume.
The pCRLs and detector were aligned with the diffracted beam to obtain images
containing spatially resolved diffraction contrast of the CDW electronic modulation.
A pinhole with aproximated diameter of ≈ 40 µm diameter is placed between the
sample and the lenses in order to keep the same field of view and prevent any other
light but the diffracted to pass through the lens. The focal length of the pCRLs for
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Figure A.8: Experimental setup of DFXM at the 6-ID-C beamline.

Figure A.9: Schematics of the procedure performed for CDW spatial mapping.
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the energy used (20 keV) is 131 mm, giving us a magnification of × 26. Subsequently,
the sample was systematically translated in intervals of 20 µm in the horizontal (x)
and vertical (y) directions (see figure A.9) until covering an area of 300×900 µm,
and for each x and y position, an image was obtained; The x, y, z coordinate system
is defined relative to the laboratory. At each x and y position, we rock the sample
around the scattering vector QCDW = (9/5 7/5 0), taking one image at each theta
value θ in steps of ∆θ ≈ 0.005◦. This theta positions are marked as yellow stars in
figure A.10b.

Figure A.10: (a) Schematics showing different misaligned domains related to the
same CDW wave vector. (b) Example of a rocking curve around the CDW peak
QCDW = (9/5 7/5 0) of Sr0.4Ca0.6Rh4Sn13, measured using a point detector.

The procedure described above is called rocking curve image (RCI), and it gives
information of how different domains related to that specific scattering vector are
distributed spatially within the illuminated area. By slightly rocking the sample
around the diffraction condition, keeping the 2θ angle fixed, different misaligned
domains will be aligned in diffraction condition (see figure A.10a). Note that, this
is not necessarily related to strain, since the 2θ angle is kept fixed, it means that we
are probing the same interplanar distance. When a simple diffraction experiment is
performed, we loose the spatial resolution and the domain distribution is reflected
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in an enlargement of the rock curve peak width (or Full width at half maximum
[FWHM]), therefore all information about the domain distribution is averaged in
a single peak, as shown in figure A.10b. However, when the diffracted beam is
magnified by the lenses, one can separate this contributions and recover the spatial
information.

Two main large data sets were taken at T = 15 and 3 K, covering an area of
300 × 900 µm. This process was also repeated for different temperatures below
and above the superconducting state in a reduced area of 100 × 300 µm to observe
the correlation of the CDW spatial distribution with the superconducting state.
Additionally, images of the original structure were made in the same volume by
aligning the Bragg peak QBragg = (3 2 0) and repeating the experiment for various
temperatures, now using the Zyla sCMOS detector, which has higher resolution.
With this dataset, we hope to observe the connection of the CDW with the primitive
structure of the material and its intrinsic defects. In addition how the CDW domain
distribution is affected by the onset of the superconductivity. The images obtained
are proccessed using an adapted version of the darfix code [28].

Data analysis and preliminary results

Most of the data analysis were done using the darfix python package [28], which
enables fast processing and visualization of the DFXM data. Before get in to the
principal analysis, all the data is cropped around the region of interest (ROI), in
order to reduce the computational costs. A background subtraction is performed
to give a consistent background with dark images collected during the scans, used
as reference. The analysis is performed computing the Gaussian moments. Each
pixel in the image is fitted using a peak profile, e.g., a Gaussian. The zeroth-order
moment corresponds to the integrated intensity, the first-order moment is called
center of mass (COM) to the peak position and the second-order moment is the
variance to the square peak width. The measured intensity of a pixel, Iuv,meas,
where uv indicates the pixel position within the image, as a function of the motor
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position, i.e., the rocking angle θ, is fitted to a Gaussian.

Iuv,fit(θ) = buv + Auvexp
[
−1

2
(θ − puv)2

σ2
uv

]
. (A.1)

Fitting all pixel in the image, results in maps of the background (buv), amplitude

Figure A.11: (a) COM of the CDW peak QCDW , showing to main domains locally
misoriented. (b) Sum of all images at the same xy position in the sample at different
θ angles, recovering the diffraction peak.

(Auv), peak position (puv) and peak width (σuv), where the FHWM = 2.355σuv.
The COM is one of the most important moment for identifying the CDW domains,
it corresponds to the local orientation of different domains in the illuminated area.
The figure A.11a shows the COM image around the CDW peak QCDW , shown on
the right of the image. The colormap represents the rocking angle varying from the
center of the peak by ±0.02 ◦. This image was taken at T = 15 K at one single
beam position xy in the sample (see the coordinates of the sample regarded to the
beam in figure A.9). In figure A.11b the summed images in all θ positions recover
the diffraction beam, as one can see, we loose the spatial information. From the
COM image we can readily identify the existence of two main CDW domains locally
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misoriented (low-angle in blue and high-angle in red). We probed the sample by

Figure A.12: (a) Different COM images already merged in y, representing multiple
x positions in the sample. These slices are used to reconstruct in 3D the probed
volume. (b) Reconstructed volume of the QCDW peak COM. The scale is show below
altogether with the diffraction peak as in the previous images.

slicing it at each 20 µm in x and y. Therefore, each single image as shown in the
figure A.11a, have an x and y position corresponding to the position of the beam in
the sample. To reconstruct the entire probed volume we must stitch the images in y,
side by side, and stack them in x one on top of each other, by the same distance of the
step used for slicing. In x there is no overlap between the subsequent images, since
the beam width and the step size was the same (20 µm). In y, the size of the beam
hitting the detector is about 40 µm (limited by the pinhole diameter), which is larger
than the step, so the images must be properly overlapped. The figure A.12 show a
collection of COM images at T = 15 K. Along the y axis, the images are already
stitched (i.e., multiple COM images as shown in A.11a placed side by side, using the
correct overlap between them) and the images are stacked in x. The total length for
a single slice in this figure 900 µm in y, 20 µm in x, and 40 µm in z (limited by the
FOV). Therefore, after combining every x slice, we obtain a total of 7 × 20 = 140 µm.
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Figure A.13: COM volume for two temperatures, above (upper panel) and below
(lower panel) Tc.

A.18



Chapter A – Full-field imaging of the charge density wave structure using
Dark-field X-ray microscopy (DFXM)

Indeed, this was the final goal, reconstruct the probed volume and create a 3D view
of the CDW domain distribution. This can be achieve by interpolating the slices,
since there are no gaps or overlaps between the slices one can use different types of
interpolations to create a correlation between the subsequent slices, and reconstruct
the volume. In a first attempt, we used the software FIJI ImageJ, with the 3D
volume viewer plug-in [29]. The resulting volume is shown in figure A.12b, one can
now identify the distribution of the two main observed domains in a 3D space. As
can be inferred, the domain in blue dominates the volume at this temperautre and
the high-angle domain (red) is mainly located in the center of the volume. The
same analysis was performed T = 3 K, below the superconducting transition and
it is show in figure A.13. The upper volume is at T = 15 K and the lower is at
T = 3 K. Since the same region in the sample was probed one, at this moment,
qualitatively compare them. We see an important change in the distribution of the
domains. While above Tc there is two clear well separated domains, below Tc the
low-angle domain is smeared out and the distribution is mainly lies in the higher
angles.

Next steps

To better understand this changes across the superconducting transition, small vol-
umes of the sample were probed in small steps of temperature (4, 4.5, 5, 5.5, 6, 6.5,
7, 7.5, 8 K). This analysis is in progress. Moreover, in order to compare the CDW
domains with possible twinning effects of the pristine structure other data sets were
taken with the microscope aligned with the Bragg peak (3 2 0). The volume re-
constructions are also being performed using the Software Aviso 3D, from Thermo
Fischer, which offer better tools for interpolation between slices and segmentation
of the domains, so that one can have a quantitative analysis.
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