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Abstract

We study the evolution from the weak coupling Bardeen-Cooper-Schrieffer (BCS) state to Bose-

Einstein condensation (BEC) at strong coupling in a two-band superconductor with orbitals of

opposite parity coexisting at a common Fermi surface in the metallic state. We analyze, inde-

pendently, the intra and the interband interactions where, in the former, hybridization destroys

superconductivity and in the latter it plays a role similar to spin-orbit interaction in fermionic

spinor gases, enhancing the interband pairing and opening the possibility for driving the BCS-

BEC crossover. In multi-band superconductors the mass difference of the interacting fermions is

also a relevant parameter to be considered and we show that the interband crossover is favored

in systems with one dispersive and one flat band. Starting with a mean-field analysis, at both

zero and finite temperatures, we investigate the crossover induced by an odd-parity hybridization.

The divergence in the interband critical temperature at the strong coupling limit is corrected with

the inclusion of the thermal pair-fluctuations in a one-loop approximation. We then calculate the

dependence of the condensation temperature on the microscopic parameters, namely hybridiza-

tion, scattering length and mass anisotropy. Finally we show that a smooth interband BCS-BEC

crossover can indeed be attained via hybridization.

Keywords: Superconductivity, multi-band superconductors, hybridization, BCS-BEC crossover.



Resumo

Estudamos a evolução do estado Bardeen-Cooper-Schrieffer (BCS) de acoplamento fraco à conden-

sação de Bose-Einstein (BEC) no acoplamento forte em um supercondutor de duas bandas com

orbitais de paridades opostas coexistindo em uma mesma superf́ıcie de Fermi no estado metálico.

Analisamos, de forma independente, as interações intra e interbandas onde, no primeiro, a hi-

bridização destrói a supercondutividade e no segundo ela desempenha um papel semelhante à

interação spin-órbita em gases espinoriais fermiônicos, aumentando o pareamento interbanda e

abrindo a possibilidade de conduzir o crossover BCS-BEC. Em supercondutores multibandas, a

diferença de massa dos férmions interagentes também é um parâmetro relevante a ser consider-

ado e mostramos que o crossover interbanda é favorecido em sistemas com uma banda dispersiva

e outra plana. Partindo de uma análise de campo médio, tanto para temperatura zero quanto

finita, investigamos o crossover induzido por uma hibridização de paridade ı́mpar. A divergên-

cia na temperatura cŕıtica do setor interbanda no limite de acoplamento forte é corrigida com a

inclusão das flutuações térmicas em uma aproximação a ńıvel de um loop. Em seguida, calcu-

lamos a dependência da temperatura de condensação em relação aos parâmetros microscópicos,

nomeadamente hibridização, comprimento de espalhamento e anisotropia de massa. Finalmente,

mostramos que um crossover BCS-BEC no setor interbanda pode de fato ser obtido por meio da

hibridização.

Palavras-chave: Supercondutividade, supercondutores multibandas, hibridização, BCS-BEC crossover.
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Chapter 1
Introduction

The idea of a connection between Cooper pairs and diatomic molecules is not new, it perhaps

can be traced back to the work of Scharfroth, Blatt and Butler [1] even before the advent of

Bardeen-Cooper-Shrieffer’s theory (BCS) for conventional superconductivity [2].

However it was only in 1980 that A. J. Leggett [3] showed theoretically that a dilute gas of

weakly interacting fermions at T = 0K could attain, depending on the strength of the attractive

interaction, the behavior of BCS pairs or the behavior of tight bound bosons, which could undergo

Bose-Einstein condensation (BEC). Such a system also possesses a universal character since its

properties are only dependent on a single parameter given by the ratio of the interparticle distance

k−1
F , where kF = (3π2n)1/3 is the Fermi momentum with n the gas density, and the length scale

of pairing correlations expressed through the s-wave scattering length as. Thus tuning (kFas)
−1,

with the Feshbach resonance technique for example, it was possible to smoothly link the BCS

limit (weak coupling regime) characterized by (kFas)
−1 ≪ −1 to the BEC limit (strong coupling

regime) where (kFas)
−1 ≫ 1. The unitary point (kFas)

−1 = 0 signals the appearance of a two-

body bound state and the region around it |kFas|−1 ≈ 1, where the system shifts its character, is

the so called BCS-BEC crossover.

The finite temperature problem was then considered by Nozières and Schmitt-Rink [4] where

the authors pointed out the limitation of the mean-field approach to deal with the intermediary

and strong coupling regions: within this approximation the fermions pair binding is not properly

taken into account, which leads to a divergent condensation temperature. A full disclosure of the

problem was reached by Sá de Melo et. al. [5] with the inclusion of thermal fluctuations around

the saddle-point solution, where they have been able to obtain the complete profile of the critical

temperature as a function of the coupling.

Although well understood theoretically it was only recently that the crossover was indeed ob-

served in ultracold gases [6–8]. This delay, partially due to the difficulty of tuning the coupling

constant, propelled the seek for other ways to promote the BCS-BEC crossover. Thus the experi-

mental development in the ultracold gases scenario motivated extensive theoretical studies of more

realistic models, such as the ones taking into account the spin-orbit coupling (SOC) of fermionic

gases at T = 0 [9] as well finite temperature [10–12]. A very interesting result of these studies is

that depending on the kind of the spin-orbit interaction the system may present a pseudogap even

in the weak-coupling regime and consequently the possibility of a BCS-BEC crossover induced by

SOC.

1



Chapter 1. Introduction

In the condensed matter realm other fruitful proposals [13–15] indicated that metallic multi-

band systems under the influence of hybridization could also present the BCS-BEC crossover

signature. A close inspection of both models reveals the mathematical similarities between them

which explains the coincidence of some qualitative results, however the multi-band models are not

limited to describe fermions with the same effective masses. Furthermore a huge experimental

advantage of the multi-band systems over the ultracold gases lies in the tuning of the hybridization

since it can be achieved simply through doping or pressure.

Despite of the promising results achieved, the aforementioned works [13–15] deal solely at a

mean-field level preventing a more detailed analysis of the two-band system in the strong-coupling

regime. Therefore we intend to correct and expand their work as Sá de Melo did with Leggett’s.

Naturally with the inclusion of new variables the richness and complexity of the problem take new

turns, pose new issues and here we shed some light over the effects of the hybridization and mass

asymmetry besides the usual scattering length parameter. More specifically, we consider a two-

band model, focusing our attention in the interband sector, calculate the mean-field solution and

the one-loop correction to it. We show that there is no physical divergence in the condensation

temperature and indeed a legit BCS-BEC crossover can be attained through hybridization.

This thesis is divided as follows, chapter 2 aims to review the basic concepts involved in the

Bose condensation, the superconductivity phenomena and the BCS-BEC crossover as obtained by

Leggett and the one achieved through SOC; in chapter 3 we introduce the two-band model and

its mean-field treatment which provide numerical solutions that indicate the need of the inclusion

of the gaussian fluctuations as done in chapter 4, where we are finally able to obtain the profile

of the BCS-BEC crossover; chapter 5 summarizes and gives a glimpse over the future possibilities

of work.
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Chapter 2
Theoretical Framework

In this chapter we review the basic concepts and mathematical tools to understand the BCS-

BEC crossover. Section 2.1 is dedicated to briefly describe a Bose-Einstein condensate and to

derive its critical temperature. Sections 2.2 and 2.2.2 are dedicated to explore the interacting

fermions in the weak and strong coupling regimes respectively, followed by section 2.3 in which

we show Leggett’s results for the crossover theory at T = 0 K. The expansion of Leggett’s work

is done in sections 2.4 and 2.5 where the thermal fluctuations are included in order to find the

correct critical temperature in the strong coupling regime. In section 2.6 we present the influence

of the spin-orbit coupling in the fermionic gas.

Throughout this thesis will use natural units kB = ℏ = 1.

2.1 Bose-Einstein Condensation in an Ideal Gas

The advent of quantum mechanics propelled many new theoretical investigations. Among

those is the one conjectured in the years of 1924-25 by Satyendra Bose [16] while corresponding

with Albert Einstein [17] in which they predicted that a dilute gas of particles with integer spin

(later on called bosons) at extremely low temperatures could undergo a new form of matter, the

Bose-Einstein condensate (BEC). Close to the absolute zero all the bosonic particles occupy the

lowest energy state, increase their wavelength, interfere with each other and then come together

in a macroscopic condensate. It was experimentally achieved in 1995 by Eric Cornell et. al. [18]

using a vapor of 87Rb atoms cooled down to 170 nK. Their result can be summarized in Fig. 2.1

which presents the particle density versus the velocity distribution as the temperature decreases

and shows the concentration of atoms around the ground state.

To derive the BEC properties let us consider a gas of N identical bosons with mass mb within

a three dimensional box of unit volume V = 1m3 in contact with a particle reservoir characterized

by the chemical potential µ. There are several ways to approach the problem but here we shall

make use of the path integral formalism represented by the partition function Z =
∫
D[ϕ]e−S[ϕ],

where the ideal bosonic action, in the imaginary-time notation, is given by

S[ϕ] =

∫
V
d3x

∫ β

0
dτ ϕ̄(x, τ)

(
∂τ −

∇2

2mb
− µ

)
ϕ(x, τ), (2.1)

3



2.1 Bose-Einstein Condensation in an Ideal Gas

Figure 2.1: Bose-Einstein condensate obtained with a 87Rb gas around 170 nK. The image shows the velocity

distribution (fast moving particles indicated in red and slower ones in blue and white) of the cloud (A) just before

the appearance of the condensate, (B) just after the appearance of the condensate, and (C) after a nearly complete

BEC. The anisotropic distribution around the zero velocity peak is a characteristic of the condensate. Extracted

from reference [18].

with ϕ a complex scalar field subjected to the periodic boundary condition ϕ(x, 0) = ϕ(x, β) and

β = 1
T the inverse temperature.

Switching to the frequency-momentum representation ϕ(x, τ) = 1√
β

∑
k,ωm

ϕ(k,m)eik·x−iωmτ ,

where the periodic boundary condition imposes the Matsubara frequencies to be even functions

ωm = 2mπ/β with m ∈ Z, the partition function reads

Z =
∏
k,ωm

1

β

1

−iωm + ϵk − µ
, (2.2)

with energy dispersion ϵk ≡ k2/(2mb). To ensure a well behaved gaussian integral, the chemical

potential obeys µ < mink {ϵk}.
The thermodynamic number of particles1 can be calculated from the Helmholtz free energy

Ω ≡ −β−1 lnZ. Summing over the bosonic frequencies

n(µ, T ) = −∂Ω
∂µ

=
1

β

∑
k,ωm

1

−iωm + ϵk − µ
=
∑
k

nB(ϵk), (2.3)

where nB(ϵk) = 1/(eβ(ϵk−µ) − 1) is the well-known Bose-Einstein distribution. As T → 0 the

particles seek the ground state and the phase transition occurs in the limit µ → 0 so that the

k = 0 mode in Eq. 2.3 becomes macroscopically occupied and must be set aside from the rest of

the sum which then may be replaced by an integral

n(µ→ 0) = n0 +

∫
d3k

(2π)3
1

eβϵk − 1
= n0 + ζ(3/2)

(
mbT

2π

)3/2

, (2.4)

1Or particle density since we are using n = N/V with V = 1m3.

4



2.2 Superconductivity

where ζ(3/2) = 2.612 is the Riemann ζ-function ζ(s) =
∑∞

n=1 n
−s evaluated at 3/2 and n0 is the

condensate’s particles density. Yet the latter can be written in terms of the particle number as

n0 = n

[
1−

(
T

Tc

)3/2
]

for T < Tc, (2.5)

with the condensation temperature Tc defined as

Tc ≡
2π

mb

(
n

ζ(3/2)

)2/3

. (2.6)

Typically, Tc is of the order of nK and, as expected, as T → 0 all particles are in the ground state

n0 → n.

This section’s results will be particularly useful to link a Fermi to a Bose gas, and later on to

deduce the condensation temperature in the two-band system.

2.2 Superconductivity

The race to achieve the absolute zero allowed the discovery of the superconductivity by the

Dutch physicist Heike Kamerlingh Onnes in 1911 [19]. Using liquid helium he found out that

below Tc = 4.20K the electrical resistance of mercury vanishes abruptly, as shown in Fig. 2.2. He

also observed that the superconductor state was destroyed in the presence of a critical magnetic

field Hc. Two years later W. Meissner and R. Ochsenfeld added that if an external magnetic field,

below the critical value, is applied to a superconductor it is ejected from the material interior [20]

(there is actually a penetration depth, an exponentially small distance penetrated by the magnetic

field). This became known as the Meissner effect and it is manifested solely in conventional or

type-I superconductors. Type-II superconductors were first observed in 1935 by J. Rjabinin and

L. Shubnikow [21] and present two characteristic magnetic fields: above a certain value Hc1 there

are the formation of magnetic vortices but the superconductivity persists locally; as the strength

of the magnetic field increases and reaches Hc2 the superconductivity is destroyed. Almost all

single element superconductors are type-I while metal alloys and oxide ceramics are type-II.

The first successful attempt to explain the Meissner effect and the penetration depth has been

made in 1933 by the brothers Fritz and Heinz London [22] and subsequently improved by V. L.

Ginzburg and L. Landau [23], and B. Pippard [24] with the introduction of the coherence length

ξ0, a parameter indicating the coherence scale of the superconductor. However it was only in

1957 with J. Bardeen, L. Cooper and J. R. Schrieffer’s seminal work [2] that a full understanding

of conventional superconductivity came to light. Grounded on Cooper’s hypothesis [25] of the

coupling of an electron pair with opposite momentum and spin in the vicinity of the Fermi surface,

the Cooper pair, a microscopic theory has been built. The pairing mechanism, strong enough to

overcome the Coulomb repulsion, was attributed to the lattice deformation from the first passing

electron which creates an energetically favorable path for the second one forming a weakly bound

pair with size of the order ξ0 ∼ 102nm. The BCS theory was able to successfully explain many

properties of conventional superconductors such as the critical temperature, the appearance of an

isotropic gap in the excitation energies and the specific heat discontinuity. Another BCS triumph

was the prediction of the isotope effect in Hg [26] linking its isotopic mass, M , to the frequency of

lattice vibration and to the critical temperature as Tc ∝M−1/2 (also verified in other elements).

5



2.2 Superconductivity

Figure 2.2: Onnes’ original plot from 26 October 1911 showing the electrical resistance (Ω) of Hg versus the

temperature (K). The abrupt decrease in the resistance at 4.20 K is the first record of superconductivity.

The faith in the BCS theory was such that superconductivity was thought to be impossible at

temperatures above 30 K, but as the experimental works intensified a new kind of superconductor

was announced by K. A. Müller and J. G. Bednorz [27] in 1986. The new compound of the

cuprate family (CuO) showed a slightly higher critical temperature than the one allowed by the

BCS paradigm and soon afterwards even higher Tc materials, up to 138 K, have been produced

as indicated in Fig. 2.3. The absence of the isotope effect in high temperature superconductors

(HTSC) indicated a pairing mechanism other than the electron-phonon attraction although up

to date no conclusion has been reached upon the subject. It is possible however to spin-density

waves to play this role [28].

Another remarkable difference from conventional superconductors is the much smaller coher-

ence length, typically of the order ξ0 ∼ 1nm, suggesting that HTSC belong to the class of strongly

correlated electron systems (SCES) [29], where the superconductor pair is so tight bound that

can effectively behave as a boson and thus undergo BEC [30].

To further discuss the relation between superconductivity and BEC let us next consider two

limit cases.

2.2.1 Fermions in the Weak Coupling Regime

In order to obtain some quantitative results of the BCS theory we shall consider a similar

configuration as the one described in the previous section but with a dilute gas of interacting

fermions of spin 1/2 and mass m. To make the notation clearer, from now on, let us adopt a

four-dimensional convention x ≡ (x, τ) and
∫
dx ≡

∫
V d3x

∫ β
0 dτ , thus the action reads S[ψ] =∫

dx(ψ̄σ∂τψσ +HBCS) with the BCS Hamiltonian density given by

HBCS(x) = ψ̄σ(x)

(
−∇2

2m
− µ

)
ψσ(x)− gψ̄↑(x)ψ̄↓(x)ψ↓(x)ψ↑(x), (2.7)

6



2.2 Superconductivity

Figure 2.3: Chronology of the superconductor materials. Extracted from https://www.u-tokyo.ac.jp/focus/en/

features/f_00070.html.

where the positive constant g indicates an attractive interaction and ψσ are Grassmann fields

with spin projection σ subjected to the anti-periodic boundary condition ψσ(x, 0) = −ψσ(x, β).
Summation over σ is implicit. The interaction term can be seen as the product of particle

and anti-particle pair amplitudes in the s-band and it destroys the gaussian character of the

partition function preventing it to be evaluated exactly. The standard procedure is to use a

Hubbard–Stratonovich transformation in the Cooper channel, or in other words, we insert into

the partition function Z =
∫
D[ψ]e−S[ψ] the following gaussian identity

exp

(
g

∫
dxψ̄↑ψ̄↓ψ↓ψ↑

)
≡
∫

D[∆] exp

[∫
dx

(
−|∆|2

g
+ ∆̄ψ↓ψ↑ +∆ψ̄↑ψ̄↓

)]
, (2.8)

where ∆(x) is a complex auxiliary field which couples ψ̄↑ψ̄↓ and soon will be identified as the

pairing energy gap. Using the Nambu spinor representation Ψ̄(x) ≡ [ψ̄↑(x) ψ↓(x)] we arrive at

Z =

∫
D[Ψ]D[∆] exp

[∫
dx

(
−|∆(x)|2

g
+ Ψ̄(x)G−1(x)Ψ(x)

)]
, (2.9)

where the inverse Nambu-Gorkov Green’s function is defined as

G−1(x) =

(
−∂τ + ∇2

2m + µ ∆(x)

∆̄(x) −∂τ − ∇2

2m − µ

)
(2.10)

comprising particle and hole inverse Green’s functions and superconducting parameter.

Since the partition function’s dependence in the spinors is now quadratic they can be readily

integrated out

Z =

∫
D[∆] exp

[
−
∫

dx
|∆(x)|2

g
+ lnDetG−1(x)

]
, (2.11)
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2.2 Superconductivity

and so our effective action can be written as2

S[∆] =

∫
dx

|∆(x)|2

g
− Tr lnG−1(x), (2.12)

where Tr includes the sum over the two-dimensional Nambu space and the x integration.

The assumption that the saddle-point solution is real, static and spatially uniform3 ∆(x) =

∆̄(x) ≡ ∆0
4 (and thus possessing a s-wave symmetry) leads us to

δS

δ∆

∣∣∣∣
∆(x)=∆0

=

[
∆̄(x)

g
− Tr(Gδ∆G

−1)

]∣∣∣∣
∆(x)=∆0

= 0. (2.13)

At this stage it is convenient to perform the Fourier transform ψσ(x) =
1√
β

∑
k ψσ(k)e

ik·x, where

k ≡ (k, ωn) incorporates the momentum k and the odd Matsubara frequencies ωn = (2n+ 1)π/β

with n ∈ Z. So it is straightforward to obtain the inverse of Eq. 2.10

Gk =
1

ω2
n + ξ2k +∆2

0

(
−iωn − ξk ∆0

∆0 −iωn + ξk

)
(2.14)

with ξk ≡ ϵk − µ. Thus Eq. 2.13 becomes

1

g
=

1

β

∑
k,ωn

1

ω2
n + ω2

k

, (2.15)

where we have introduced the quasiparticle excitation ωk ≡
√
ξ2k +∆2

0 with a minimum

min {ωk} =

{ √
∆2

0 + µ2 if µ ≤ 0

∆0 if µ > 0
(2.16)

that results in an energy gap between the ±ωk bands of size 2∆0. In fact it is the presence of this

gap that explains the discontinuity at low temperatures in the specific heat of superconductors.

Summing Eq. 2.15 over the odd frequencies [31] and using the identity 1 − 2nF (x) =

tanh(x/2T ), where nF (ξk) = 1/(eβξk+1) is the Fermi-Dirac distribution, we reproduce the famous

BCS gap equation

1

g
=
∑
k

1− 2nF (ωk)

2ωk
=

∫ ∞

0
dϵν(ϵ)

tanh[ω(ϵ)/2T ]

2ω(ϵ)
, (2.17)

with ν(ϵ) = m3/2√ϵ√
2π2 the three dimensional density of states. We shall also nominate the density

of states at the Fermi level (ϵF ) by ν0 ≡ ν(ϵF ).

An inspection in Eq. 2.17 reveals a problem in the ultraviolet limit: a divergence proportional

to
√
ϵ. To understand this issue we recall that the two-body interaction in a fermion gas is

2We used that lnDetA = Tr lnA for any non-singular square matrix A.
3The procedure of ignoring the quantum fluctuations of some operators and replace them by their averages is

known as the mean-field approximation.
4To calculate the dynamical equations it is simpler to consider ∆ and ∆̄ as independent fields and only then

apply the s-wave ansatz. In this case we have two variational equations providing exactly the same information so

we do not need to repeat it. This will be particularly useful in the two-band system where the calculations are not

so straightforward.
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2.2 Superconductivity

attractive only beyond a minimum distance a0 (the effective size of the bound state) which is

assumed to be much smaller than the average interparticle spacing k−1
F , i. e., the condition for a

dilute gas regime. Therefore the momentum sum should be submitted to a natural cut-off of the

order ∼ a−1
0 . On the other hand, in conventional superconductors, where the pairing mechanism

is the electron-phonon attraction, the cut-off parameter is played by the lattice characteristic

frequency, namely the Debye frequency ωD ≪ ϵF , and only a fraction of electrons in the vicinity

of the Fermi surface [ϵF − ωD, ϵF + ωD] takes part in the superconducting phase.

However the cut-off approach is less reliable if dealing with poorly understood microscopic

physics like SCES. Thus it is convenient to replace the microscopic parameter with a more phe-

nomenological one. It has originally been done in 1947 by N. Bogoliubov [32] with a regularization

procedure relating the s-wave scattering length as of fermions to the bare coupling parameter g

as

m

4πas
= − 1

g(Λ)
+
∑
|k|<Λ

1

2ϵk
= − 1

g(Λ)
+
mΛ

2π2
, (2.18)

where Λ is a momentum cut-off (usually much higher than the Fermi wavelength kF so it is

assumed Λ → ∞) and, as expected, the sum term in Eq. 2.18 cancels out the UV divergence in

Eq. 2.17.

Furthermore in the BCS regime, characterized by g → 0, the cut-off term is negligible thus the

scattering length scales as as = −mg/(4π) → 0−; conversely in the BEC regime g → ∞ so as =

π/(2Λ) → 0+ as Λ → ∞. It is also possible to show [33] that for a negative scattering length there

is the presence of a two-body bound state with energy −EB = −1/(ma2s). In the cold gas literature

the ratio of the interparticle distance to the scattering length is a dimensionless parameter often

used to classify the system. So the weak coupling regime is associated to (kFas)
−1 ≪ −1, while

the strong coupling one is described by (kFas)
−1 ≫ +1. It is interesting to note that the point

(kFas)
−1 = 0 not only corresponds to the bound state formation, but also (at zero temperature)

implicates in a universal behavior of the system since all physical quantities are functions solely

of the Fermi energy or the Fermi wavelength, thus resembling a unitary gas [34].

Returning to the analysis of the BCS limit we may now obtain the gap parameter as a function

of the scattering length at T = 0. Since the chemical potential is approximately the Fermi energy

µ ≃ ϵF and tanh(ω/T ) → 1 the gap equation turns out to be

m

2πas
=

∫ ∞

0
dϵν(ϵ)

[
1

ϵ
− 1√

(ϵ− ϵF )2 +∆2
0

]
, (2.19)

the integral can be analytically solved and results in

∆0 =
8ϵF
e2

exp

(
− π

2kF |as|

)
, for (kFas)

−1 ≪ −1, (2.20)

The critical temperature Tc is determined by the condition ∆0 = 0 (dissolution of the Cooper

pair) so Eq. 2.17 yields

m

2πas
=

∫ ∞

0
dϵν(ϵ)

[
1

ϵ
− tanh[(ϵ− ϵF )/2Tc]

ϵ− ϵF

]
(2.21)

9



2.2 Superconductivity

and one obtains5

Tc =
8ϵF
πe2−γ

exp

(
− π

2kF |as|

)
, for (kFas)

−1 ≪ −1, (2.22)

where γ = 0.577 is the Euler-Mascheroni constant and we see that both gap and critical tem-

perature decrease exponentially with |a−1
s |. Here the Fermi energy plays an analogous role as

the Debye frequency in the original BCS treatment, where ∆0 = 2ωD exp(−1/gν0) and Tc =

(2eγ/π)ωD exp(−1/gν0). Note that the ratio ∆0/Tc ≃ 1.764 remains the same no matter if one

uses the frequency cut-off or the scattering length regularization. The isotope effect is also repro-

duced since Tc ∝ ωD ∝M−1/2.

2.2.2 Fermions in the Strong Coupling Regime

As already discussed, the BEC limit is characterized by a positive scattering length and a

chemical potential below excitations minimum. Here however the variation of the chemical po-

tential must be taken into account. Also, in the limit (kFas)
−1 ≫ 1, the critical temperature (we

shall call it T0 for a reason that will soon become clear) is expected to be much smaller than the

absolute value of the chemical potential T0 ≪ |µ| so that Eq. 2.17 reads

m

2πas
=

∫ ∞

0
dϵν(ϵ)

(
1

ϵ
− 1

ϵ− µ

)
, (2.23)

and, differently from the weak coupling case, it determines how the chemical potential scales with

the scattering length6

µ(T0) = − ϵF
(kFas)2

= −EB
2
, for (kFas)

−1 ≫ 1 (2.24)

where, as previously mentioned, EB is the bound state energy.

In the strong coupling regime, T0 is derived from the occupation number equation, extracted

from n = T∂µ lnZ, and resulting in

n(µ, T ) =
∑
k

(1) + T∂µ(lnDetG−1
k )

=
∑
k

[
1 + T∂µ

∑
ωn

ln(ω2
n + ω2

k)

]

=
∑
k

[
1− ξk

ωk
tanh

( ωk

2T

)]
, (2.25)

where the first contribution in Eq. 2.25 comes from the constant term in the effective action that

appears when using the Nambu representation.

At T = T0 the gap parameter vanishes and we are left with the usual expression

n(µ, T0) = 2
∑
k

nF (ξk) = 2

∫ ∞

0

dϵν(ϵ)

exp[(ϵ− µ)/T0] + 1
, (2.26)

5Knowing that
∫∞
0

dx
√
x
[
tanh((x−1)/2T )

x−1
− 1

x

]
= 2 ln

(
8eγ−2

πT

)
.

6Using
∫∞
0

dx
√
x
(

1
x
− 1

x+a

)
= π

√
a for a > 0.
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2.3 The BCS-BEC Crossover

with the factor 2 associated with the spin degeneracy.

The chemical potential is such that the particle number is kept constant at any given temper-

ature. In particular T = 0K allowing us to normalize Eq. 2.26 by n =
∑

σ

∫ ϵF
0 dϵν(ϵ) = 4

3ν0ϵF .

Using the result provided by Eq. 2.24, we can estimate T0 in the strong coupling regime as7

T0 ≃
1

3

EB
ln(EB/ϵF )

, for (kFas)
−1 ≫ 1. (2.27)

Eq. 2.27 shows an unsettling result. While we expected a saturated behavior to the condensation

temperature as in Eq. 2.6 we see that T0 actually diverges as (kFas)
−1 → ∞. In part this

expectation is due to the misconceived analogy of the pair formation in the BCS limit in which

the critical temperature is directly linked to the dissociation of the Cooper pairs. However in

the BEC limit dissociation and condensation temperatures are not the same (T0 ̸= Tc), indeed T0
appears to be associated with large pseudogaps in HTSC [35]. Since the mean-field approximation

is adequate to describe slow varying fields we can now understand why it fails to reproduce the

BEC physics: in the high temperature scenario thermal fluctuations can no longer be neglected.

Lastly, at T = 0 we still have µ ≃ −EB/2 so Eq. 2.25 reads

4

3
ν0ϵF =

∫ ∞

0
dϵν(ϵ)

[
1− ϵ+ EB/2√

(ϵ+ EB/2)2 +∆2
0

]
(2.28)

and provides a solution for the gap parameter8

∆0 ≃
2
√
2√
π

ϵF√
kFas

, for (kFas)
−1 ≫ 1, (2.29)

which also diverges in the strong coupling regime. These and the previous section’s results can

also be found through other calculation methods as pointed out in Ref. [36].

2.3 The BCS-BEC Crossover

Up to now we have been able to obtain the analytical behavior of the physical quantities at

both ends of the scattering length and even though a continuous evolution between them was

long considered [1] it had not been demonstrated until 1980 by A. J. Leggett [3]. He noted the

common structure shared by the ground state wave functions of the BCS and BEC regimes what

lead him to consider an evolution without a phase transition. In his original work at T = 0 he

obtained the same mean-field equations as we did in the previous section, namely∫ ∞

0
dϵ̃
√
ϵ̃

1
ϵ̃
− 1√

(ϵ̃− µ̃)2 + ∆̃2
0

 =
π

kFas
(2.30)

∫ ∞

0
dϵ̃
√
ϵ̃

1− ϵ̃− µ̃√
(ϵ̃− µ̃)2 + ∆̃2

0

 =
4

3
, (2.31)

7Knowing that
∫∞
0

dx
√

x
exp(x+a)+1

= −
√

π
2
Li3/2(−e−a), where Lis(z) =

∑∞
k=1

zk

ks is the polylogarithm function.

8Using
∫∞
0

dx
√
x

(
1− x+a√

(x+a)2+b2

)
= 2

3
(a2+ b2)1/4

[
(
√
a2 + b2 + a)K(x)− 2aE(x)

] a≫b
= π

6
b2√
a
, where K(x) and

E(x) are elliptic integrals of first and second kind respectively, with parameter x = 1/2− a/(2
√
a2 + b2).
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2.4 Thermal Fluctuations

where the tilde symbol indicates dimensionless quantities scaled by the Fermi energy. Although a

complete analytical solution is not possible (or at least it has not yet been found) it is a numerically

achievable task. Self-consistent solutions of Eqs. 2.30 and 2.31 are shown in Fig. 2.4 where the

chemical potential, starting from the Fermi level, decreases and becomes negative as the coupling

strength increases. On the other hand, the energy gap goes to zero in the weak coupling regime

and grows abruptly in the BEC limit, as expected from the previous analytical results.

1.5 1.0 0.5 0.0 0.5 1.0 1.5
(kFas) 1

1.5

1.0

0.5

0.0

0.5

1.0

1.5

/ F 0/ F

0.0 0.5 1.0 1.5 2.0
|k|/kF

0.0

0.5

1.0

1.5

2.0

2.5

3.0

k/
F

(kFas) 1 = 1.0 (kFas) 1 = 0 (kFas) 1 = + 1.0

Figure 2.4: In the left panel we have the BCS-BEC crossover; the red line represents the decrease of the chemical

potential and the blue one shows the increase of the gap parameter as function of the scattering length at T = 0K.

The right panel shows the excitation energy for (kF as)
−1 = {−1, 0,+1}; as the excitation reaches zero, the gap

closes and superconductivity is lost.

Close to the transition point, we can extend the analysis to finite temperatures where the

mean-field equations hold∫ ∞

0
dϵ̃
√
ϵ̃

[
1

ϵ̃
− tanh[(ϵ̃− µ̃)/(2T̃0)]

ϵ̃− µ̃

]
=

π

kFas
(2.32)

∫ ∞

0
dϵ̃
√
ϵ̃

[
1− tanh

(
ϵ̃− µ̃

2T̃0

)]
=

4

3
, (2.33)

and solving them numerically provides us with Fig. 2.5.

The existence of a mathematical solution in the crossover region gives a solid indication of a

smooth transition between the BCS and BEC limits, however its physical correspondence in the

strong coupling regime, as already discussed, is not so trustworthy; this issue is addressed next.

2.4 Thermal Fluctuations

From Eq. 2.27 and the divergence of T0 in Fig. 2.5 we see that the mean-field hypothesis

is unable to reproduce the proper BEC condensation temperature expressed by Eq. 2.6. To

physically understand it we observe that in the BCS regime the Cooper pair is diluted in space

12
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1.5 1.0 0.5 0.0 0.5 1.0 1.5
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Chemical Potential ( / F) Dissociation Temperature (T0/ F)

Figure 2.5: BCS-BEC crossover at finite temperature; the red line represents the decrease of the chemical potential

and the blue one shows the increase of the dissociation temperature as function of the scattering length around the

crossover region.

and characterized by a low critical temperature which justifies its description by a mean-field

treatment. However as we approach the strong-coupling regime the bosonic pair becomes more

localized and the temperature scale increases derailing its representation by a constant field.

Mathematically we shall consider the thermal fluctuations as a one-loop correction around

the saddle-point solution, ∆ = ∆0 + ∆q, with ∆q ≪ ϵF and, since we are interested in the

vicinity of the transition point, we assume ∆0 ≃ 0. Our strategy is to correct the effective action,

show its equivalence to a non-interacting bosonic one and then extract the proper condensation

temperature.

We start recalling the effective action, Eq. 2.12, in the momenta space

S[∆] =
1

g

∑
q

|∆q|2 − Tr lnG−1
∆ , (2.34)

where the inverse Nambu-Gorkov Green’s function can be split into its free and interacting com-

ponents

G−1
∆ (k, q) =

(
iωn − ξk 0

0 iωn + ξk

)
︸ ︷︷ ︸

G−1
0 (k)

+

(
0 ∆q

∆̄−q 0

)
︸ ︷︷ ︸

∆(q)

; (2.35)

and expanding the logarithm function for ∆ ≪ G−1
0 we may rewrite

S[∆] = −Tr lnG0
−1 +

1

g

∑
q

|∆q|2 +
∞∑
n=1

1

2n
Tr(G0∆)2n, (2.36)
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where the odd terms vanish due to the off-diagonal shape of ∆ and the operator G0 is a particular

case of Eq. 2.14 for ∆0 = 0

G0(k) =

(
Gk 0

0 −G−k

)
, (2.37)

with Gk ≡ (iωn − ξk)
−1 the Green’s function of a single free fermion.

Thus the zeroth order term S(0) = −Tr lnG0
−1 is just the free-energy of the non-interacting

fermionic system discussed in the mean-field analysis; while the second order correction is given

by

S(2) =
1

g

∑
q

|∆q|2 +
1

2
Tr(G0∆)2; (2.38)

the fourth order term corresponds to a repulsive two-body interaction between bosons and does

not alter substantially the condensation temperature so we may restrict ourselves to one-loop

correction.

Furthermore the gaussian action can expressed as S(2) =
∑

q Γ
−1
q |∆q|2, where we have intro-

duced the well-known vertex function

Γ−1
q ≡ 1

g
− 1

β

∑
k,ωn

GkG−k+q. (2.39)

Recalling that ωn and ωm are, respectively, fermionic and bosonic frequencies we can write

iωn+m = iωn + iωm so the summation over the odd frequencies results in (see App. B for

more details)

1

β

∑
ωn

GkG−k+q = −
1− nF (ξk)− nF (ξk−q)

iωm − ξk − ξk−q
, (2.40)

and finally with the translation k → k+ q/2

ξk + ξk−q → ξk+q/2 + ξk−q/2 = 2ξk +
q2

4m
(2.41)

it is easy to see that the linear contribution in q vanishes yielding

Γ−1
q =

1

g
+
∑
k

1− nF (ξk+q/2)− nF (ξk−q/2)

iωm − 2ξk − q2/4m
. (2.42)

Eq. 2.42 is the most general form Γ−1
q can assume, so now let us consider the limits of interest.

2.4.1 BEC Limit

In the strong coupling regime we have a negative chemical potential and |µ| ≫ Tc, thus

nF (ξk) → 0 and the vertex function can be solved exactly

Γ−1
q = − m

4πas
+
∑
k

(
1

2ϵk
− 1

2ξk − iωm + q2/4m

)

= − m

4πas
+
π

2

ν0√
ϵF

√
−µ− iωm

2
+

q2

8m
. (2.43)
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2.4 Thermal Fluctuations

Considering a gradient expansion for small momenta q ≪ kF we may write√
−µ− iωm

2
+

q2

8m
≃

√
−µ+

−iωm + q2/4m

4
√
−µ

(2.44)

and with a reparametrization of the fields to incorporate the overall multiplicative factor, using

kF = 2π2ν0/m together with Eq. 2.24, we finally arrive at

SBEC[∆] =
∑
q

∆̄q

(
−iωm +

q2

4m
− µeff

)
∆q, (2.45)

which in fact represents the propagation of non-interacting bosons with mass 2m subjected to the

effective chemical potential µeff = 4(µ+
√

−µEB/2). Close to the transition point µeff ≃ 2µ+EB
and the effective number of particles neff is related to the original n fermions by

neff =
∂µ

∂µeff
n ≃ n

2
(2.46)

indicating, as expected, the bound pairs formed by all fermions. Thus the system’s transition

temperature is the same as the one calculated in Sec. 2.1 with half the density and twice the

mass.

2.4.2 BCS Limit

Even though the weak coupling regime remains essentially unaltered by the gaussian fluctu-

ations, it is instructive to establish the BCS action in order to compare it with the BEC one.

Differently from what has been done so far, here we will use the standard energy-cut off ωD
from the BCS over the regularization given by Eq. 2.18 for no other reason than calculation

convenience.

In this regime the Fermi function cannot be neglected but the expansion for q is still valid and

thus the vertex function yields

Γ−1
q =

1

g
+

∫
dϵν(ϵ)

1− 2nF (ξ)− (q2/2m)ϵ∂2ϵnF (ξ)

iωm − 2ξ − q2/4m

=
1

g
+

∫
dϵν(ϵ)

1− 2nF (ξ)

iωm − 2ξ
+

q2

2m

∫
dϵ
ν(ϵ)

2ξ

[
1− 2nF (ξ)

2ξ
+ ϵ∂2ϵnF (ξ)

]
(2.47)

where the first q2 integral vanishes due to its antisymmetric character∫
dϵν(ϵ)

1− 2nF (ξ)

(2ξ)2
≃ ν0

∫ ϵF+ωD

ϵF−ωD

dϵ
tanh(ξ/2Tc)

(2ξ)2
= 0 (2.48)

and the other integral is known to result in∫
dϵν(ϵ)

ϵ∂2ϵnF (ξ)

2ξ
≃ 7ζ(3)

4π2
ν0ϵF
T 2
c

(2.49)

with ζ(3) ≃ 1.202.
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The ωm expansion is not as straightforward since the main contribution from this integral

comes from small values of ξk. We have∫
dϵν(ϵ)

1− 2nF (ξ)

iωm − 2ξ
≃ ν0

∫ ϵF+ωD

ϵF−ωD

dϵ
tanh(ξ/2Tc)

iωm − 2ξ

= ν0

∫ +
ωD
2Tc

− ωD
2Tc

dx

(
tanhx

iωm/2Tc − 2x
+

tanhx

2x
− tanhx

2x

)
(2.50)

where in the second line we have added and subtracted Γ−1
0 responsible for the integral convergence∫ ωD

2Tc

0
dx

tanhx

x
≃ ln

(
ωD
2Tc

)
. (2.51)

The antisymmetric part of Eq. 2.50 will only be relevant in the region 2x ≃ iωm/2Tc ≃ 0 allowing

us to take tanhx ≃ x∫
dϵν(ϵ)

1− 2nF (ξ)

iωm − 2ξ
= −ν0 ln

(
ωD
2Tc

)
+ ν0

∫ +∞

−∞
dx

tanhx

2x

(iωm/2Tc)
2

(iωm/2Tc)2 − (2x)2

≃ −ν0 ln
(
ωD
2Tc

)
+ ν0

(
ωm
2Tc

)2 ∫ ∞

0

dx

(ωm/2Tc)2 + (2x)2

≃ −ν0 ln
(
ωD
2Tc

)
+ πν0

|ωm|
8Tc

, (2.52)

where we have taken ωD ≫ Tc; thus

Γ−1
q =

1

g
− ν0 ln

(
ωD
2Tc

)
+ πν0

|ωm|
8Tc

+
7ζ(3)

4π2
ν0ϵF
T 2
c

q2

2m
(2.53)

and the action takes the form

SBCS[∆] ≈
∑
q

∆̄q

(
Tc
ϵF

|ωm|+
q2

4m
+ const.

)
∆q, (2.54)

which differs from the BEC case by the presence of the absolute value of ωm (the imaginary factor

is absent) indicating a damped mode in the BCS limit.

2.5 BCS-BEC Crossover Corrected for Finite Temperature

Once we have showed that the inclusion of the gaussian fluctuations correctly reproduces a Bose

gas in the strong coupling regime, one might wonder how it affects the whole BCS-BEC crossover.

This inquiry started in 1985 with Nozières and Schmitt-Rink [4] and reached a conclusion only

eight years later with Sá de Melo et. al. [5]. Since a constant pairing field does not contemplate

the formation of the bosonic pair properly we may expect the main alteration in our coupled

equations to be in the occupation number. Thus we use the vertex function to write down the

correction to Eq. 2.25 as

δn =
1

β

∂

∂µ

∑
q

ln Γ−1
q , (2.55)

16



2.5 BCS-BEC Crossover Corrected for Finite Temperature

separating the real and imaginary parts of the vertex function Γ−1
q = ReΓ−1

q − iImΓ−1
q , where

ReΓ−1
q =

1

g
−
∑
k

(
2ξk +

q2

4m

)
1− nF (ξk+q/2)− nF (ξk−q/2)

ω2
m + (2ξk + q2/4m)2

, (2.56)

ImΓ−1
q = ωm

∑
k

1− nF (ξk+q/2)− nF (ξk−q/2)

ω2
m + (2ξk + q2/4m)2

(2.57)

we may write Γ−1(q, ω ± i0) = |Γ−1
q | exp[±iϕ(q, ω)] with ϕ(q, ω) = arctan

(
ImΓ−1

q

ReΓ−1
q

)
.

We can evaluate the sum over the bosonic frequencies by noting that the integral over the

contour C will assume non zeros values only at the vicinity of the logarithm branch cut

1

β

∑
ωm

ln Γ−1
q =

1

2πi

∫
C
dωnB(ω) ln Γ

−1
q

=
1

2πi

∫ +∞

−∞
dωnB(ω)

{
ln[|Γ−1

q | exp(+iϕ)]− ln[|Γ−1
q | exp(−iϕ)]

}
=

1

π

∫ +∞

−∞
dωnB(ω)ϕ(q, ω), (2.58)

where nB(ω) is the Bose distribution. Thus the corrected number equation becomes9

n(µ, T ) =
∑
k

[
1− tanh

(
ξk
2T

)]
+
∑
q

∫ +∞

−∞

dω

π
nB(ω)∂µϕ(q, ω), (2.59)

with the second term describing the effect of pair correlations and, in the strong coupling regime,

the formation of bound states.

The gap equation 2.17 does not require further modification since it is responsible for the

determination of the chemical potential that is accurately described within the mean-field analysis.

So bringing together the coupled equations we obtain the numerical solution showed in Fig. 2.6,

where the condensation temperature has a peak around the unitarity point and then saturates at

Tc ≃ 0.218ϵF in the strong-coupling regime. Despite the slightly higher result at the unitary point

than the one predicted by quantum Monte Carlo simulations [37, 38] the fluctuation approach is

in good agreement with the overall behavior of the BCS-BEC transition.

9Explicitly ∂µϕ(q, ω) = (ReΓ−1
q ∂µImΓ−1

q − ImΓ−1
q ∂µReΓ−1

q )/|Γ−1
q |2 where the derivatives are

∂µReΓ−1
q = 2

∑
k

[
ω2
m −

(
2ξk +

q2

4m

)2
]
1− nF (ξk+q/2)− nF (ξk−q/2)

[ω2
m + (2ξk + q2/4m)2]2

+
∑
k

(
2ξk +

q2

4m

)
∂µ[nF (ξk+q/2) + nF (ξk−q/2)]

ω2
m + (2ξk + q2/4m)2

and

∂µImΓ−1
q = 4ωm

∑
k

(
2ξk +

q2

4m

)
1− nF (ξk+q/2)− nF (ξk−q/2)

[ω2
m + (2ξk + q2/4m)2]2

− ωm

∑
k

∂µ[nF (ξk+q/2) + nF (ξk−q/2)]

ω2
m + (2ξk + q2/4m)2

,

with ∂µnF (ξk±q/2) = βnF (ξk±q/2)[1− nF (ξk±q/2)].
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2.6 BCS-BEC Crossover in Fermi Gases with Spin-orbit Coupling

Figure 2.6: Critical temperature profile as function of the ratio (kF as)
−1. The BCS limit corresponds to (kF as)

−1 →
−∞ while the BEC limit is obtained as (kF as)

−1 → +∞. The divergence represented by the dashed line in the

strong coupling regime corresponds to the dissociation temperature; a more physical result is obtained in the full

line with the inclusion of the thermal fluctuations. Figure extracted from Ref. [39].

2.6 BCS-BEC Crossover in Fermi Gases with Spin-orbit Coupling

About two decades of theoretical investigation have passed before the experimental realization

of the crossover in ultracold gases [6–8] and in recent studies [9, 12, 40] more complex models

including spin-orbit coupling (SOC) interactions have been extensively considered, although even

with the current technological improvements the tuning of SO interaction remains a challenging

task. Besides the influence of SOC over the physical quantities these studies also indicate that

SOC plays a similar role as the scattering length driving a BCS-BEC crossover.

Among those works the one who better suits ours is of L. He et. al. [11] where the authors

consider a 3D model imbued with a synthetic uniform SU(2) gauge field

HSOC(x) = −i
3∑
i=1

ψ̄σ(x)λiσi∂iψσ(x), (2.60)

with λi (i = x, y, z) representing the anisotropic SOC strengths and σi the Pauli matrices.

Here we shall not reproduce their calculations but limit ourselves to present their main results.

A characteristic of this model is the split of the excitation spectra as E±
k =

√
ξ±2
k +∆2

0, with ∆0

the usual mean-field gap and the fermion dispersion relation ξ±k = ξk ±
√∑3

i=1 λ
2
i k

2
i .
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2.6 BCS-BEC Crossover in Fermi Gases with Spin-orbit Coupling

To simplify the analysis they consider three particular cases of interaction (1) λx = λy = 0 and

λz = λ, called extreme prolate (EP), (2) λx = λy = λ and λz = 0, called extreme oblate (EO),

and (3) λx = λy = λz, called spherical (S). The EO SOC is physically equivalent to the Rashba

SOC (which also has a direct correspondence with the hybridized two-band model we develop in

the following chapter) and the EP SOC to an equal mixture of Rashba and Dresselhaus SOCs.

In Fig. 2.7 we observe the change in the temperatures profile with and without the inclusion of

the thermal fluctuations, Tc and T
∗ respectively, for each of the particular cases mentioned. The

left side plots shows the standard variation with the scattering length while the right side ones

shows the temperatures evolution with the SOC strength for fixed values of the scattering length.

We see that the EP case is not altered in any way by SOC since this interaction is equivalent to

a constant shift in the chemical potential. The remaining cases are similar on both scenarios, the

dissociation temperature increases with λ and the condensation temperature remains unaltered

in the limit (kFas)
−1 → ∞. As they vary λ the saturation temperature obtained is lower than in

the scattering length case. As expected, in all scenarios the dissociation temperature is above the

condensation one allowing the study of the pseudogaps via SOC.

Finally we observe that, in the BEC limit for the EO case, the presence of SOC induces an

anisotropy in the effective bosonic mass

m⊥
b ≈ 2m

[
1− mλ2

2EB
− EB −mλ2

2EB
ln

(
EB −mλ2

2EB

)]−1

, (2.61)

m
∥
b ≈ 2m, (2.62)

where m is the fermion mass and EB the binding energy determined by√
EB
mλ2

− 1

2
ln

(√
EB +

√
mλ2

√
EB −

√
mλ2

)
=

m

λas
. (2.63)

In particular for a strong SOC interaction, λ≫ 1, they obtained m⊥
b ≃ 2.40m. These results are

specially interesting since analogous effects will also be present in our model.

19



2.6 BCS-BEC Crossover in Fermi Gases with Spin-orbit Coupling

Figure 2.7: The BCS-BEC crossover in the spin-orbit coupling scenario. Comparison between the temperature

profiles as function of the scattering length (left) and SOC strength (right). For the cases EO and S there is a

BCS-BEC crossover induced by SOC. Extracted from Ref. [11].
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Chapter 3
Two-band Superconductor with Odd-parity

Hybridization: A Mean-field Analysis

In this chapter our actual contribution begins, we motivate the introduction of a hybridized

two-band superconductor model, subsequently we obtain its mean-field equations and then care-

fully explore the numerical solutions under the influence of every physical parameter of the theory.

3.1 Superconductivity in Multi-band Systems

As previously mentioned the standard BCS model is not adequate to describe complex struc-

tures as the ones present in HTSC like cuprates compounds [41] or iron-based superconductors [42]

and in heavy fermions (HF) materials that, in spite of their low critical temperature, present clear

evidence of superconductivity associated to a magnetic quantum critical point [43]. The main

distinction between such systems and type-I superconductors lies in the band structure; single

elements superconductors show localized bands and thus can be accurately explained via intra-

band interactions, i. e., the usual phonon driven attraction between fermions belonging to a

common band. However type-II superconductors possess an intricate gap signature since sev-

eral bands overlap; this feature makes them a much more complex and exciting research subject.

Although multi-band superconductors have been studied for several years now the experimental

breakthroughs of the last couple decades motivated many new works [44–48]. Also it has been

becoming more evident the relevance of interband interactions in type-II superconductors [49–52].

Theoretically, the first extended model was proposed in 1959 by H. Suhl, B. Matthias and

L. Walker [53] where the authors considered a two-band superconductor with s-s and d-d in-

teractions together with an interband attraction between the itinerant s and d electrons. The

latter is described by the Hamiltonian ĤSMW ∝ −
∑

kk′ ŝ
†
k↑ŝ

†
−k↓d̂−k′↓d̂k′↑, with ŝ (ŝ†) and d̂ (d̂†)

the annihilation (creation) operators of the s and d electrons, respectively. They predicted the

existence of two superconducting gaps which was experimentally verified by J. Nagamatsu et. al.

in magnesium diboride (MgB2) [54,55] more than 40 years later.

Another possibility of interband scattering well suited for cuprates [56], cold atom systems [57]

and even quantum chromodynamics [58] was studied in 1987 by O. V. Dolgov et. al. [59, 60] to

describe heavy fermion systems with coupling between (d- and f -) electrons with very distinct
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3.1 Superconductivity in Multi-band Systems

effective masses following the Hamiltonian Ĥinter ∝ −
∑

kk′σ d̂
†
kσf̂

†
−k−σf̂−k′−σd̂k′σ

1. In solids this

interaction describes a material that is simultaneously superconducting and metallic. In ultracold

gases it results in a spectrum with both gapped and gapless quasiparticle excitations defining a

system containing both a superfluid or a normal Fermi liquid [57]. However, this system has been

shown to be unstable and therefore not physical [62,63].

The physical process due to the interband interaction in SMW’s model can be understood as

the annihilation of a Cooper pair in one band, formed by electrons of the same kind, and the

creation of a pair with different momentum in the other band; while in Dolgov’s case the pair is

hybrid and it only alters its momentum. Naturally the most sophisticated model would include

both Hamiltonians, however we will be interested in HF materials which the physics are mainly

captured by Dolgov’s model.

It is worth to mention the repulsive Coulomb interaction between electrons, particularly im-

portant in the flat band of HF. Exploring in this direction was J. Kondo who considered the same

but repulsive interband scattering as SMW, −HSMW, predicting an enhancement of superconduc-

tivity and reduction of the isotope effect over the single-band case [64]. Furthermore the repulsive

potential is the core of the so called Kondo insulators [65]. In this thesis however we shall not

consider it.

Finally there is the possibility of hybridization, which we address in the following.

3.1.1 Hybridization

In systems composed of different species of quasi-particles the transmutation among them is

often referred as hybridization. Its microscopic origin varies from case to case. In transition met-

als [66], actinide compounds and heavy fermions [67], it is due to the wavefunctions superposition

between neighboring orbitals of the lattice. In the problem of color superconductivity, it is the

weak interaction that allows the transformation between down- and up-quarks [68, 69]. For a

system of cold fermionic atoms in an optical lattice with two atomic states, the hybridized term

is due to Raman transitions with an effective Rabi frequency which is directly proportional to the

hybridization strength [70]. Furthermore, in condensed matter experiments hybridization can be

tuned through doping or pressure [71] giving rise to an efficient way to explore the phase diagram

of multi-band superconductors.

Additionally a direct parallel can be traced between the single-band superconductor with

SOC and the two-band case with hybridization [11]. However, in contrast with the ultracold gas

scenario, the fermions in metallic systems usually possess different effective masses. The ratio

of these masses will play a key role in the theory which we shall explore. We will also see that,

as in the SOC case, hybridization will provide an alternative way for the implementation of the

BCS-BEC crossover [13].

In metallic systems, a constraint in hybridization can be found 2 by assuming that the lattice in

which the electrons are immersed in, characterized by the potential v(x), has inversion symmetry,

i. e., v(−x) = v(x). Such symmetry is reflected in the electron-electron interaction through the

1This interband model was first presented in a more general study in 1968 by W. S. Chow [61] while analyzing

two-band superconductors in the presence of nonmagnetic impurities.
2Although we illustrate the symmetry procedure in a condensed matter context the results are not limited to it.
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hybridization (V ) matrix elements

Vll′(x) =

∫ +∞

−∞
d3yψ̄l(y)v(y)ψl′(y+ x), (3.1)

with ψl(y) representing the electron in the orbital l. Expressing the wave-functions in spherical

coordinates and after some manipulations one can show that hybridization inherits a symmetry

dependent only on the difference of the quantum numbers l′ − l3

Vll′(x) = (−1)l
′−lVll′(−x). (3.2)

Thus an even (odd) difference gives rise to an even (odd) parity hybridization. The former case

was show to diminish [73] while the latter increases superconductivity [74,75].

Since many relevant cases in condensed matter physics involves the interaction of neighboring

orbitals, such as the s-p and d-p mixing present in copper oxides, and d-f relevant in rare-earth

systems we shall consider an odd-parity hybridization which in momentum space is translated as

V−k = −Vk. Another important remark is that due to time reversal symmetry Vk has to be a

purely imaginary quantity.

More specifically, having in mind HF materials which exhibits nearly a two-dimensional behav-

ior [76], we consider the hybridization potential describing a system with tetragonal symmetry

in which the main interaction between orbitals resides within the layers. Thus, with a small

momentum expansion, the hybridization reads

Vk = iαvF (kx + ky + γkz) ≡ ivFv · k, (3.3)

with vF the Fermi velocity and v = α(1, 1, γ) where the dimensionless parameters α and γ control,

respectively, the overall strength of the hybridization and the attraction between the planes of

the lattice, |γ| ≪ 1. Notice that in the strong-coupling limit there are no Fermi surfaces and the

Fermi velocity is then measured from the number density, vF ∝ n1/3. Finally, we also observe that

since hybridization turns a quasi-particle into another only the total particle number is conserved.

3.2 The Model

Our two-band system can be viewed as a three-dimensional dilute gas containing two species of

spin 1/2 fermions represented by the Grassmann fields ψAσ and ψBσ . We assume that these fermions

are subjected not only to the usual weak attraction responsible for the superconductivity in the

A band, the intraband interaction, but also an attractive potential between bands, the interband

interaction. For simplification we ignore the B band fermions interaction among themselves. It is

important to point out that the microscopic origin of these interactions are not under scrutiny here

so that very different systems may still be suitably described by this effective theory. Furthermore,

since we are interested in materials possessing orbital overlapping, such as HF superconductors,

we shall include the possibility of hybridization between bands in the specific form discussed on

Sec. 3.1.1.

The emphasis will be in the interband sector in accordance with Dolgov’s model with the

inclusion of hybridization [13]. So within the Functional Integral Formalism we can describe our

3A detailed calculation can be found in Sec. 3.1 of the Ref. [72].
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3.2 The Model

model through the imaginary time action S = S0 + SInter + SIntra + SHyb composed by the free

term

S0 =

∫
dx ψ̄lσ(x)

(
∂τ −

∂2x
2ml

− µ

)
ψlσ(x), (3.4)

where the sum over the band indexes l = {A,B} and the spin projection σ = {↑, ↓} is implicit,

ml denotes the effective masses of the fermions subjected to a common chemical potential µ; the

interband interaction

SInter = −g1
2

∫
dx ψ̄Aσ (x)ψ̄

B
−σ(x)ψ

B
−σ(x)ψ

A
σ (x), (3.5)

which is regulated by the positive coupling constant g1; the intraband interaction

SIntra = −g2
∫

dx ψ̄A↑ (x)ψ̄
A
↓ (x)ψ

A
↓ (x)ψ

A
↑ (x), (3.6)

mediated by the coupling constant g2, and the hybridization term

SHyb =

∫
dxdx′ ψ̄lσ(x)Vll′(x− x′)ψl

′
σ (x

′). (3.7)

The inter and intraband quartic terms prevent us from solving the partition function Z =∫
D[ψ]e−S[ψ] exactly. And, although the action is fairly more complex than in the single-band

case, the mathematical approach is strictly the same as the one developed in the previous chapter.

Thus, firstly, we shall identify the adequate degrees of freedom of the effective theory in order to

use a mean-field treatment.

In our model since the Cooper pairs still play the relevant role we can perform a coupling in

the Cooper channel which, upon a Fourier transform, may be written as

ρqσ ≡
∑
k

ψB−k−σψ
A
k+qσ (3.8)

for the interband and

ηq ≡
∑
k

ψA−k↓ψ
A
k+q↑ (3.9)

for the intraband. We now introduce two bosonic fields, ∆(x) and Ω(x), one for each sector, in

order to use the follow Gaussian integral identity

exp(−SInter) =
∫

D[∆]e
−

∑
q

(
2
g1

|∆q |2−
∑

σ ∆q ρ̄qσ−
∑

σ ∆̄qρqσ
)
, (3.10)

and

exp(−SIntra) =
∫

D[Ω]e
−

∑
q

(
1
g2

|Ωq |2−Ωq η̄q−Ω̄qηq
)
, (3.11)

so that the (still exact) partition function becomes

Z =

∫
D[ψ]D[∆]D[Ω]e−S[ψ,∆,Ω], (3.12)

24



3.2 The Model

where the action is

S[ψ,∆,Ω] =
∑
k,σ

ψ̄Akσ(ξ
A
k − iωn)ψ

A
kσ +

∑
k,σ

ψ̄Bkσ(ξ
B
k − iωn)ψ

B
kσ

+
∑
q

(
2

g1
|∆q|2 +

1

g2
|Ωq|2

)
+
∑
k,σ

(Vkψ̄
A
kσψ

B
kσ +H.c.)

−
∑
k,q,σ

(
∆qψ̄

A
k+qσψ̄

B
−k−σ +H.c.

)
−
∑
k,q

(
Ωqψ̄

A
k+q↑ψ̄

A
−k↓ +H.c.

)
, (3.13)

with ξlk ≡ k2/(2ml)− µ ≡ ϵlk − µ and the odd Matsubara frequencies ωn.

Using a four dimensional Nambu spinor representation

Ψ̄k ≡ (ψ̄Ak↑ ψ̄Bk↑ ψA−k↓ ψB−k↓) (3.14)

we may rewrite

S[ψ,∆,Ω] =
∑
q

(
2

g1
|∆q|2 +

1

g2
|Ωq|2 −

∑
k

Ψ̄k+qG
−1Ψk−q

)
+ β

∑
k

(ξAk + ξBk ) (3.15)

where we have defined the inverse Nambu-Gorkov Green’s function

G−1(k, q) ≡ G−1
0 (k)δ(q) +∆q +Ωq, (3.16)

with the free propagator

G−1
0 (k) =


iωn − ξAk −V̄k 0 0

−Vk iωn − ξBk 0 0

0 0 iωn + ξAk −Vk
0 0 −V̄k iωn + ξBk

 (3.17)

and the interaction terms

∆q =


0 0 0 −∆q

0 0 ∆q 0

0 ∆̄−q 0 0

−∆̄−q 0 0 0

 , (3.18)

Ωq =


0 0 Ωq 0

0 0 0 0

Ω̄−q 0 0 0

0 0 0 0

 . (3.19)

These manipulations allow to write the effective action as a quadratic function of Ψ so we can

readily integrate out the fermionic fields yielding

S[∆,Ω] =
∑
q

(
2

g1
|∆q|2 +

1

g2
|Ωq|2 −

∑
k

ln detG−1

)
+ β

∑
k

(ξAk + ξBk ), (3.20)
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3.3 Mean-field Equations

with the determinant of G−1 given by

detG−1 = ω4
n + 2Ak ω

2
n +Bk (3.21)

which, from the condition detG−1(ωn = ±ω±
k ) = 0, provides the (real) excitation spectra

ω±
k =

√
Ak ±

√
A2

k −Bk, (3.22)

where we have introduced

Ak ≡
ξA2k + ξB2

k + |Ωq|2

2
+ |Vk|2 + |∆q|2,

Bk ≡ (ξAk ξ
B
k − |Vk|2 + |∆q|2)2 + ξB2

k |Ωq|2 + 4|Vk|2|∆q|2. (3.23)

Finally using the identity ln detG−1 = tr lnG−14 the action becomes

S[∆,Ω] =
∑
q

(
2

g1
|∆q|2 +

1

g2
|Ωq|2 −

∑
k

tr lnG−1

)
+ β

∑
k

(ξAk + ξBk ), (3.24)

which, not surprisingly, shares the same structure as the single-band action, differing solely in the

G−1 matrix content. Up to here our mathematical expressions are exact and to proceed further

we will need to turn to the mean-field approximation.

3.3 Mean-field Equations

In the previous section we have been able to replace the fermionic degrees of freedom for bosonic

fields, the order parameters of the superconducting transition, that comprises the relevant physical

phenomena. Here we shall assume that these order parameters vary so slowly in time and space

that can we replace them by their mean-value. Therefore we will explore both, but independently,

interband and intraband mean-field equations obtained through variational principle.

3.3.1 Interband Gap Equation

At mean-field level the gap parameter is taken to be static and homogenous, ∆q = ∆0, thus

the gap equation obtained from δ∆S = 0 becomes

2∆̄

g1
−
∑
k

tr
(
Gδ∆G

−1
)
= 0 (3.25)

and since the only non-zero components are (δ∆G
−1)23 = 1 and (δ∆G

−1)14 = −1 it implies that

tr(Gδ∆G
−1) = G32 − G41. The algebraic manipulations to obtain the relevant G components

are calculated in App.A where we assumed a s-wave order parameter, ∆0 = ∆̄0. The saddle-point

equation takes the form (App.A.1)

1

g1
=

1

β

∑
k,ωn

ω2
n + ξAk ξ

B
k + |Vk|2 +∆2

0

ω4
n + 2Ak ω2

n +Bk
, (3.26)

4The lowercase letter “tr” and “det” indicates the operation solely in the Nambu space.
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3.3 Mean-field Equations

with Ak and Bk evaluated at ∆q = ∆0 and Ωq = 0. Upon performing the Matsubara sum, as

indicated in App. A.3, we get

1

g1
=

1

2

∑
k

ω+
k tanh

(
βω+

k /2
)
− ω−

k tanh
(
βω−

k /2
)

ω+2
k − ω−2

k

+
1

2

∑
k

ξAk ξ
B
k + |Vk|2 +∆2

0

ω+2
k − ω−2

k

[
tanh

(
βω−

k /2
)

ω−
k

−
tanh

(
βω+

k /2
)

ω+
k

]
(3.27)

where the interband excitation spectra become

ω±
k (Ωq = 0) =

√
(ξA2k + ξB2

k )/2 + |Vk|2 +∆2
0 ± Ek(Ωq = 0), (3.28)

with Ek(Ωq = 0) =
√
[∆2

0 + (ξAk + ξBk )
2/4](ξAk − ξBk )

2 + (ξAk + ξBk )
2|Vk|2.

At mean-field level we are interested at zero temperature implying tanh(βω±
k ) = 1 and

1

g1
=
∑
k

1

2

1

ω+
k + ω−

k

(
1 +

ξAk ξ
B
k + |Vk|2 +∆2

0

ω+
k ω

−
k

)
︸ ︷︷ ︸

f1(k)

, (3.29)

as expected, the same divergence issue appears here. The regularization procedure follows similar

lines as the ones we have already presented in the previous chapter with inclusion of the scattering

length and subtraction of the ultraviolet term. It is important however to observe that since we

are dealing with a pair formed from different fermions we must consider the reduced mass

m =
2mAmB

mA +mB
(3.30)

in the divergence correction. Later on we will identify 2m as the mass of the fermionic pair in the

BEC limit if mA = mB. In practice, we can make the substitution5 [78]

1

g1
= − m

4πas
+
∑
k

f1(k → ∞), (3.31)

with

f1(k → ∞) =
m

k2
≡ 1

2ϵk
, (3.32)

the asymptotic behavior of the interband gap equation for large values of k.

Thus we finally write the regularized mean-field interband equation as

m

2πas
=
∑
k

[
1

ϵk
− 1

ω+
k + ω−

k

(
1 +

ξAk ξ
B
k + |Vk|2 +∆2

0

ω+
k ω

−
k

)]
, (3.33)

with the interaction varying a−1
s → −∞ in the weak coupling regime to a−1

s → +∞ in the strong

coupling regime.

5This procedure is further explored in Ref. [77]
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3.3 Mean-field Equations

3.3.2 Intraband Gap Equation

At the intraband sector we set ∆q = 0 so the saddle-point solution for Ω0 reads

Ω̄

g2
−
∑
k

tr
(
GδΩG

−1
)
= 0, (3.34)

with the only non-zero component (δΩG
−1)13 = 1, thus tr(GδΩG

−1) = G31.

The calculation of G31 is presented in App. A.2 and leads to

1

g2
=

1

β

∑
k,ωn

ω2
n + ξB2

k

ω4
n + 2Akω2

n +Bk
, (3.35)

with Ak and Bk evaluated at ∆q = 0 and Ωq = Ω0.

The Matsubara sum shares the same structure as the one in the interband case yielding

1

g2
=

1

2

∑
k

ω+
k tanh

(
βω+

k /2
)
− ω−

k tanh
(
βω−

k /2
)

ω+
k
2 − ω−

k
2

+
1

2

∑
k

ξB2
k

ω+
k
2 − ω−

k
2

[
tanh

(
βω−

k /2
)

ω−
k

−
tanh

(
βω+

k /2
)

ω+
k

]
, (3.36)

where the intraband excitation spectra are given by

ω±
k (∆q = 0) =

√
(ξA2k + ξB2

k )/2 + |Vk|2 +Ω2
0/2± Ek(∆q = 0) (3.37)

with Ek(∆q = 0) =
√
[Ω2

0 + (ξAk + ξBk )
2]|Vk|2 +

(
ξB2
k − ξA2k − Ω2

0

)2
/4.

At T = 0K Eq. 3.36 simplifies to

1

g2
=
∑
k

1

2

1

ω+
k + ω−

k

(
1 +

ξB2
k

ω+
k ω

−
k

)
︸ ︷︷ ︸

f2(k)

. (3.38)

Here the regularization procedure follows the same lines as before, the only difference is the

replacement of the reduced mass solely by mA, i. e.,

1

g2
= − mA

4πas
+
∑
k

f2(k → ∞), (3.39)

where

f2(k → ∞) =
mA

k2
=

1

2ϵAk
(3.40)

and also keeping in mind that as now represents the scattering length of the A fermions among

themselves.

Thus the regularized intraband mean-field equation reads

mA

2πas
=
∑
k

[
1

ϵAk
− 1

ω+
k + ω−

k

(
1 +

ξB2
k

ω+
k ω

−
k

)]
. (3.41)
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3.4 Occupation Number

As it will be clear next section, besides the gap parameter or the critical temperature, the chem-

ical potential must also be obtained via consistent equations. Therefore, an additional constraint

is required for the calculation of the physical quantities we are interested in. That constraint is

given by the occupation number extracted from the thermodynamical relation n = β−1∂µ lnZ,

recalling Z =
∫
D[∆]D[Ω]e−S[∆,Ω] with the effective action given in Eq. 3.20.

Taking the derivative in respect to the chemical potential reads

n(T ) = − 1

β

1

Z

∫
D[∆]D[Ω]e−S[∆,Ω]∂S[∆,Ω]

∂µ

= − 1

β

∂S[∆,Ω]

∂µ

=
∑
k

[
2 +

1

β

∂

∂µ

∑
ωn

ln detG−1(k)

]

=
∑
k

[
2 +

1

β

∑
ωn

2∂µAkω
2
n + ∂µBk

ω4
n + 2Akω2

n +Bk

]
(3.42)

since ∂µS[∆,Ω] is field independent. Explicitly from the definitions 3.23

∂µAk = −(ξAk + ξBk )

∂µBk = −(ξAk ξ
B
k − |Vk|2 +∆2

0)(ξ
A
k + ξBk )− 2ξAk Ω

2
0, (3.43)

and summing over the Matsubara frequencies (we can use the result from the gap equation sum

in App. A.3) we obtain

n(T ) =
∑
k

{
2−

ξAk + ξBk
ω+
k
2 − ω−

k
2

[
ω+
k tanh

(
βω+

k

2

)
− ω−

k tanh

(
βω−

k

2

)]

−
(ξAk + ξBk )(ξ

A
k ξ

B
k − |Vk|2 +∆2

0) + ξBk Ω
2
0

ω+
k
2 − ω−

k
2

[
tanh

(
βω−

k /2
)

ω−
k

−
tanh

(
βω+

k /2
)

ω+
k

]}
(3.44)

which at T = 0K reads

n(0) =
∑
k

[
2−

ξAk + ξBk
ω+
k + ω−

k

−
(ξAk + ξBk )(ξ

A
k ξ

B
k − |Vk|2 +∆2

0) + ξBk Ω
2
0

ω+
k ω

−
k (ω

+
k + ω−

k )

]
(3.45)

with

n(0) =
∑
σ

[∫
kAF

d3k

(2π)3
+

∫
kBF

d3k

(2π)3

]
=

8π

3

kA3F + kB3
F

(2π)3
, (3.46)

determined from the requirement of the complete occupation at T = 0K of the Fermi sphere with

radius klF =
√
2ϵFml.

The occupation number plays different roles: it determines the behavior of the chemical po-

tential in the weak coupling regime and the behavior of the complementary variable in the strong

coupling one. Although the total number of particles is kept constant the quantity of the fermions

of each band is distinct (the more energetic ones will be less predominant so that the Fermi level

of both bands coincide).
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3.5 Numerical Solutions

The previous expressions are as far as we can go with analytic mathematics. In this section

we present the numerical solutions to the mean-field equations. To make this analysis feasible we

shall consider two scenarios: the pure intraband (∆q = 0) and the pure interband (Ωq = 0) cases.

Despite being a simplification required mainly to make our codes run it still comprises a very rich

physics, specially the interband sector to which we shall dedicate most of our attention.

Basically we have two variables to be calculated from two coupled integral equations. We

shall deal first with the zero temperature limit in which case we will need to determine the gap

parameter and the chemical potential and then we shall study the behavior of our model close to

the transition point analyzing the critical temperature and chemical potential.

All the following results have been obtained through Python coding.

3.5.1 Definitions and Conventions

One original feature of our work is the exploration of the difference in the masses of the A and

B fermions. So it will prove to be very useful to define a dimensionless parameter δ to measure

the mass asymmetry

δ ≡ mA −mB

mA +mB
, (3.47)

which ranges from [0, 1). The lower limit implying in the case of equal masses and the upper

one for the case that mA greatly exceeds mB. In the interband scenario mB > mA is completely

equivalent to mA > mB as it will become clear from the equations ahead in which the symmetry

δ → −δ is present. We will be particularly interested in the limit δ ≈ 1 since it describes systems

possessing a narrow and a wide band, such as HF. In the intraband case we do not have the

δ-symmetry but the numerical results for negative δ are qualitatively the same as the positive

ones.

Mainly for the sake of coding it will be necessary to convert all integrals into dimensionless

quantities thus we will normalize the energy scales by the Fermi energy

ϵF =
kA2F
2mA

=
kB2
F

2mB
≡
k2F
2m

(3.48)

and the wavevectors by the the Fermi wavevector

kF =
√
1− δkAF =

√
1 + δkBF . (3.49)

So recalling the definitions above and Eq. 3.30 the fermion masses can be expressed as a function

of the reduced mass and the mass asymmetry parameter as

mA =
m

1− δ
, (3.50)

mB =
m

1 + δ
, (3.51)
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so that the (normalized) energies become

ϵAk
ϵF

= (1− δ)
ϵk
ϵF

= (1− δ)
k2

k2F
(3.52)

ϵBk
ϵF

= (1 + δ)
ϵk
ϵF

= (1 + δ)
k2

k2F
. (3.53)

With these conventions we can look at the interband problem as a system composed by two

fermions with same mass m but distinct energies ϵk ± δϵk. Yet we shall use the characteristic

average distance k−1
F of these “new” fermions as the standard distance scale even in the intraband

case so we can easily compare it with the interband one.

The common structures appearing in the mean-field analysis are then written as

ξAk + ξBk
2

= ϵk − µ ≡ ξk, (3.54)

ξBk − ξAk
2

= δϵk, (3.55)

(ξAk )
2 + (ξBk )

2

2
= ξ2k + (δϵk)

2, (3.56)

ξAk ξ
B
k = ξ2k − (δϵk)

2 (3.57)

that together with

Λk ≡
√

(δϵk)2 + |Vk|2, (3.58)

will allow our equations to be written in a simpler form. Definition 3.58 will be particularly

useful when studying the spectra at finite temperatures since, in the absence of an energy gap,

Λk becomes the difference between the quasi-particles excitations which is finite even without

hybridization due to the mass difference. More specifically we can trace a direct parallel of the

term δϵk with a Zeeman field and |Vk|2 to Rashba SOC interaction in ultracold atoms [79].

The occupation number at T = 0K, Eq. 3.46, as a function of δ and kF is then

n(0) = 2Fδ

(
kF
2π

)3

, (3.59)

with

Fδ ≡
4π

3

[
1

(1 + δ)3/2
+

1

(1− δ)3/2

]
. (3.60)

We notice that the divergence of Fδ for δ → 1 reflects the diverging density of states in the flat

band limit 1/mA → 0.

Lastly taking the continuum limit the momentum sum becomes

∑
k

=

(
kF
2π

)3 ∫
d3(k/kF ), (3.61)

recalling that we are assuming a unit volume.
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3.5.2 A Consideration on Hybridization

Before starting the numerical calculations let us observe that the follow change of coordinates

k̃x ≡

√
2kz − γ√

2
(kx + ky)√

2 + γ2
(3.62)

k̃y ≡
kx − ky√

2
(3.63)

k̃z ≡
kx + ky + γkz√

2 + γ2
(3.64)

will allow us to solve analytically one of the triple integrals. One can check that k2x + k2y + k2z =

k̃2x + k̃2y + k̃2z and the Jacobian reads

J ≡

∣∣∣∣∣∣∣∣
k̃x
kx

k̃x
ky

k̃x
kz

k̃y
kx

k̃y
ky

k̃y
kz

k̃z
kx

k̃z
ky

k̃z
kz

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
− γ√

2
√

2+γ2
− γ√

2
√

2+γ2

√
2√

2+γ2

1√
2

− 1√
2

0
1√
2+γ2

1√
2+γ2

γ√
2+γ2

∣∣∣∣∣∣∣∣∣
=

γ2

2(2 + γ2)
+

1

2 + γ2
+

1

2 + γ2
+

γ2

2(2 + γ2)
= 1, (3.65)

thus we are effectively aligning the hybridization with the k̃z direction allowing us to write

Vk̃ = iα
√
2 + γ2k̃z. (3.66)

Furthermore, we can see that a small anisotropic parameter, |γ| ≪ 1, do not considerable alter

the hybridization strength, so we shall assume γ = 0. We also omit the tilde symbol and use a

cylindrical coordinate system (k =
√
k2x + k2y, kz, θ), where the θ integration is now straightfor-

ward.

3.6 Intraband Scenario

Expliciting the mass asymmetry dependence in the intraband case Eq. 3.37 becomes

ω±
k (∆q = 0) =

√
ξ2k + (δϵk)2 + |Vk|2 +Ω2

0/2± 2

√
(ξ2k +Ω2

0/4)|Vk|2 +
(
δϵkξk − Ω2

0/4
)2
. (3.67)

To translate graphically the meaning of Eq. 3.67 we show in Fig. 3.1 the intraband spectra as

function of kz, with kx = ky = 0, (kFas)
−1 = −0.5 and δ = 0.9, for a given hybridization strength

and the corresponding mean-field solutions (obtained in the next section) of the chemical potential

and order parameter. Comparing both states we observe that ω+
k is the dominant mode, which

becomes more evident as kz increases. Furthermore we recall that −ω±
k also represents quasi-

particles excitations thus the zero mode presented in ω−
k (α = 0) indicates the existence of a

gapless state with a finite order parameter. (Here we are assuming the transitions −ω±
k → ω±

k

and ω±
k → ω∓

k and observe that ω−
k − (−ω−

k ) = 0 only for α = 0.)
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Figure 3.1: Intraband quasi-particles excitation energies, ω±
k , for (kF as)

−1 = −0.5, δ = 0.9 and kx = ky = 0. The

chemical potential and the intraband order parameter are expressed in units of Fermi energy.

In the absence of hybridization, α = 0, Eq. 3.67 can be simplified to

ω−
k (∆q = α = 0) =

{
|ξk + δϵk| if ξk ≤ Ω2

0/(4δϵk)√
(ξk − δϵk)2 +Ω2

0 if ξk ≥ Ω2
0/(4δϵk),

(3.68)

ω+
k (∆q = α = 0) =

{ √
(ξk − δϵk)2 +Ω2

0 if ξk ≤ Ω2
0/(4δϵk)

|ξk + δϵk| if ξk ≥ Ω2
0/(4δϵk),

(3.69)

which sheds some light about the possibility of zeroes in the excitation energies for δ = 0.90 and

µ = 0.85ϵF since it occurs only for ω−
k at kz = 0.67kF . However, as we turn the hybridization on

both ± particles develop (small) finite minima.

Let us next explore both zero and finite temperatures solutions.

3.6.1 Intraband Solution at T = 0K

Using the previous definitions we can bring Eq. 3.41 to the form

π

kFas
=

∫
d3k

2π

 1

ϵk
− 1− δ

ω+
k + ω−

k

1 +
(ξk + δϵk)

2√
(ξ2k − Λ2

k)
2 + (ξk + δϵk)2Ω

2
0

 (3.70)

and the occupation number, Eq. 3.45, to

Fδ =

∫
d3k

1− 1

ω+
k + ω−

k

ξk + 1

2

2ξk(ξ
2
k − Λ2

k) + (ξk + δϵk)Ω
2
0√

(ξ2k − Λ2
k)

2 + (ξk + δϵk)2Ω
2
0

 , (3.71)

where both equations are expressed in Fermi units. We recall that, here and in the following,

we consider
∫
d3k = 4π

∫∞
0 kdk

∫∞
0 dkz. To solve the coupled equations for Ω0 and µ we need to

fix two of the remaining parameters, namely the ratio of the average interparticle distance to the

scattering length, (kFas)
−1, the hybridization strength, α, and the mass asymmetry, δ.
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We begin varying the scattering length, fixing α = {0.1, 2.0} and assume similar, δ = 0.1,

up to very different masses, δ = 0.9. This way we get the results displayed in Fig. 3.2 where,

overall, they resemble the single-band BCS-BEC crossover from Fig. 2.4. The order parameter

continuously increases with (kFas)
−1 but presents a small reduction with hybridization, especially

in the BCS limit; its dependence with δ, at a fixed α, is not so evident (we will address it shortly).

We also observe that, for plots with same δ, a higher α tends to considerably decrease the chemical

potential. Roughly comparing, the BCS regime results in a shift by µ ≈ (1 − α)ϵF of the Fermi

surface.
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Figure 3.2: Evolution of the gap parameter and the chemical potential in the intraband scenario as function of the

scattering length. In these plots we have used δ = 0.1 (upper panels) and δ = 0.9 (lower panels) for distinct values

of hybridization α = 0.1 (left) and α = 2.0 (right).

Next, to further explore the influence of the hybridization in the intraband case, and more

specifically to determine whether or not it presents an α-driven crossover, we set a small negative

value of the scattering length, (kFas)
−1 = −0.5, characteristic of the BCS regime, and δ =

{0.1, 0.9}, while continuously varying α. Thus we present the numerical solutions as α-functions

in Fig. 3.3. In all four scenarios we observe a decrease of the gap parameter which starts

at a finite value, Ω0 ≈ 0.4, and then drops to zero as the hybridization increases. Also the

chemical potential falls continuously with α. The mass asymmetry does not seem to be a relevant
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parameter in the intraband case. Therefore we can conclude that hybridization destroys the

intraband superconducting effects. We can understand this result by observing that hybridization

“switches” the A and B fermions and, since the Cooper pair is formed solely in the A-band,

converting at least one A fermion destroys superconductivity. Moreover, the other way around

conversion (B into A fermions) does not compensate the previous one because the Cooper pair

requires a very specific aligning between the fermions’ momenta.
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Figure 3.3: Evolution of the gap parameter and the chemical potential in the intraband scenario via hybridization.

In these plots we have used δ = {0.1, 0.3, 0.7, 0.9} and (kF as)
−1 = −0.5 characteristic of the BCS regime.

Lastly, still with (kFas)
−1 = −0.5, we vary the mass asymmetry to obtain Fig. 3.4 for two

values of hybridization α = 0.1 and α = 2.0. In the first case, α = 0.1, both chemical potential

and order parameter decreases with δ, the variation in Ω0 however is of the order of 10% reforcing

that for small hybridization values the mass asymmetry is not a relevant parameter. On the other

hand, for α = 2.0 there is an increase in the order parameter and the chemical potential with δ.

Furthermore Ω0 becomes twice as large as its minimum value. So despite not having an analytical

expression relating both variables these results may indicate an association between α and δ. We

will further investigate the δ influence at finite temperature in the next section.
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Figure 3.4: Evolution of the gap parameter and the chemical potential in the intraband scenario via mass asymmetry.

In these plots we have used (kF as)
−1 = −0.5, characteristic of the BCS regime, together with α = 0.1 (left) and

α = 2.0 (right).

3.6.2 Hybridized Bands’ Minimum: E0

Proceeding with the analysis close to the transition point characterized by a vanishing order

parameter, Ω0 = 0, the excitation energies can be shown to yield

ω±
k (Ω0 = ∆0 = 0) = |ξk ± Λk| ≡ |ξ±k |, (3.72)

where we can see that the hybridization causes a change in the energy spectra of

(1± δ)ϵk → ϵk ±
√

(δϵk)2 + |Vk|2 ≡ ϵ±k . (3.73)
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Figure 3.5: Schematic plot of the dispersion relations ϵ−k (red line) and ϵ+k (grey line) for kx = ky = 0 in absence

of pairing correlations ∆0 = Ω0 = 0. The dashed line indicates the band minimum, E0, defined in the main text.

Inset: E0(δ, α) as function of α for three values of δ.
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3.6 Intraband Scenario

Thus the hybridized dispersions have the profile presented in Fig. 3.5. It is straightforward to

see that the minimum of ϵ+k is zero while the minimum of ϵ−k is now finite. To calculate the band

bottom, E0, we consider

dϵ−k
dkz

∣∣∣∣
kx=ky=0, kz=kmin

= 0, (3.74)

explicitly

d

dkz
(k2z −

√
δ2k4z + 2α2k2z)

∣∣∣∣
kz=kmin

= 2kmin −
1

2

4δ2k3min + 4α2kmin√
δ2k4min + 2α2k2min

= 0

⇒
√
δ2k4min + 2α2k2min − δ2k2min − α2 = 0

⇒ δ2(1− δ2)k4min + 2α2(1− δ2)k2min − α4 = 0

⇒ k2min = −α
2

δ2
±
√

4α4(1 + δ4 − 2δ2) + 4δ2(1− δ2)α4

2δ2(1− δ2)

⇒ k2min = −α
2

δ2
± α2

√
1− δ2

δ2(1− δ2)

⇒ k2min =
α2

δ2

(
1√

1− δ2
− 1

)
, (3.75)

since k2min must be a positive quantity. Evaluating ϵ−k at kmin we get (in units of the Fermi energy)

E0(δ, α) ≡ ϵ−k (kx = ky = 0, kmin)

=
α2

δ2

(
1√

1− δ2
− 1

)
−

√
α4

δ2

(
1√

1− δ2
− 1

)2

+ 2
α4

δ2

(
1√

1− δ2
− 1

)
=
α2

δ2

(
1√

1− δ2
− 1

)
− α2

δ

δ√
1− δ2

=
α2

δ2
1−

√
1− δ2 − δ2√
1− δ2

= −α
2

δ2
(1−

√
1− δ2), (3.76)

which is direct proportional to α2 and decreases with δ as shown in the inset of Fig. 3.5. It is

particularly useful to have an analytical expression for E0 to determine whether or not the system

is in the strong-coupling regime, since the BEC phase requires the chemical potential to fall below

the band bottom. In other words, in a mean-field level, we can define the BCS-BEC crossover to

take place at

µ ≃ E0. (3.77)
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3.6.3 Intraband Solution at the Critical Temperature

At the critical temperature, T = Tc, we can write the intraband gap equation 3.36 as6

π

kFas
=

∫
d3k

2π

[
1

ϵk
− (1− δ)

ξ+k tanh
(
ξ+k /2Tc

)
− ξ−k tanh

(
ξ−k /2Tc

)
4ξkΛk

− (1− δ)
(ξk + δϵk)

2

4ξkΛk

(
tanh

(
ξ−k /2Tc

)
ξ−k

−
tanh

(
ξ+k /2Tc

)
ξ+k

)]
(3.78)

and, after some algebraic manipulations, the occupation number, Eq. 3.44, becomes

Fδ =

∫
d3k

[
1− 1

2
tanh

(
ξ+k
2Tc

)
− 1

2
tanh

(
ξ−k
2Tc

)]
, (3.79)

that it is just the sum of two quasiparticles with energy dispersion ξ±k , as one might have antici-

pated. Notice that Eq. 3.79 will also be applied to the interband case at finite temperature since

both order parameters are zero.
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Figure 3.6: Evolution of the chemical potential and the critical temperature in the intraband scenario as functions

of the scattering length. In these plots we have used δ = {0.1, 0.9} and α = {0.1, 2.0}.

6We may safely dismiss the moduli of the excitation energies.
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The numerical analysis in the finite temperature is less hardware demanding which allows us

to explore the coupled equations a little bit deeper. First we plot in Fig. 3.6 the usual scattering

length varying solutions for α = {0.1, 2.0} and δ = {0.1, 0.9}. The intersection between E0 (grey

line) and the chemical potential characterizes the BCS to BEC transition. Here the results show

the similar pattern as in the zero temperature case given in Fig. 3.2. We have the same behavior

as in the single-band case, particularly for α = δ = 0.1, where these parameters can be understood

as perturbations around the single-band case (compare with Fig. 2.5): the continuously decrease

of the chemical potential starting at the Fermi level in the weak-coupling regime and becomes

(more) negative as we approach the strong coupling regime; the critical temperature increases

boundlessly. As the hybridization or mass asymmetry increases the BCS-BEC crossover requires

higher values of (kFas)
−1 to take place.
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Figure 3.7: Evolution of the chemical potential and the critical temperature in the intraband scenario as functions

of the hybridization strength. In these plots we have used γ = 0, δ = {0.1, 0.3, 0.7, 0.9} and (kF as)
−1 = −0.5

characteristic of the BCS regime. The chemical potential is always above E0.

Secondly in Fig. 3.7 we present the chemical potential and critical temperature as functions

of the hybridization for four different values of mass asymmetry while keeping (kFas)
−1 = −0.5.

The chemical potential decreases with the hybridization and presents a weak dependence on δ.
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3.6 Intraband Scenario

The critical temperature mimics the behavior of the gap parameter showed in the T = 0 analysis

vanishing as α increases. Thus the intraband critical temperature decreases with the hybridization

and slightly increases with the mass asymmetry. We also note that band minimum is always below

the chemical potential for (kFas)
−1 = −0.5 and therefore an α−driven BCS-BEC crossover does

not occur in the intraband scenario for any of the configurations considered.

Lastly, using γ = 0 and (kFas)
−1 = {−0.5, 0, 0.5}, we vary the mass asymmetry parameter to

obtain the solutions shown in Fig. 3.8 for three values of the hybridization α = {0.1, 1.0, 2.0}. The
critical temperature increases with δ for all hybridization strengths, but, like in the T = 0 case, this

increase seems to be directly associated with α. Conversely, the evolution of the chemical potential

depends on (kFas)
−1; it increases with δ if (kFas)

−1 = {−0.5, 0} and decreases if (kFas)
−1 = 0.5.

However for any value of the mass asymmetry the chemical potential remains above E0.
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Figure 3.8: Evolution of the chemical potential and the critical temperature in the intraband scenario as functions

of the mass asymmetry δ. In these plots we have used γ = 0, α = {0.1, 1.0, 2.0} (up to bottom) and (kF as)
−1 =

{−0.5, 0, 0.5}.
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3.7 Interband Scenario

Next we shall investigate the Ωq = 0 case which is argued to be the main contribution to

superconductivity in cuprates where the d − p interaction has a predominant role [56] and in

heavy fermions involving f -electrons and conduction d-electrons [59,60].

The excitation energies are given by

ω±
k (Ωq = 0) =

√
ξ2k + (δϵk)2 + |Vk|2 +∆2

0 ± 2
√
ξ2k |Vk|2 + (δϵk)2(ξ

2
k +∆2

0). (3.80)

Using the mean-field solutions for (kFas)
−1 = −0.5 and δ = 0.9 we obtain Fig. 3.9. As in the

intraband case, ω+
k is the dominant excitation, but two zero modes are present in ω−

k for small

hybridization. As α increases the superconducting state is recovered. Another interesting obser-

vation is that the zero modes are absent in the excitations associated to small mass asymmetry

values.
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Figure 3.9: Interband quasi-particles excitation energies, ω±
k , for (kF as)

−1 = −0.5, δ = 0.9 and kx = ky = 0. The

chemical potential and the intraband order parameter are expressed in units of Fermi energy.

If we turn the hybridization off, the excitation spectra become

ω±
k (Ω0 = α = 0) =

√
ξ2k +∆2

0 ± δϵk (3.81)

where we observe that the energies differ only by a mass asymmetry term, δϵk , and the zero modes

happen twice for ω−
k at the points (kx = ky = 0)

k2z =
µ

1− δ2

[
1±

√
1− (1− δ2)/(1−∆2

0/µ
2)

]
. (3.82)

We note however that a numerical solution for δ = 0.9 and α = 0 has not been found, but as

α → 0 the solution approaches ∆0 → 0 and µ → ϵF implying in zeroes located at kz = 0.72kF
and kz = 3.2kF as (closely) showed in Fig. 3.9.
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3.7.1 Interband Solution at T = 0K

In normalized units the interband gap equation 3.33 turns out to be

π

kFas
=

∫
d3k

2π

 1

ϵk
− 1

ω+
k + ω−

k

1 +
ξ2k − (δϵk)

2 + |Vk|2 +∆2
0√

(ξ2k − Λ2
k +∆2

0)
2 + 4|Vk|2∆2

0

 (3.83)

and together with the occupation number

Fδ =

∫
d3k

1− ξk

ω+
k + ω−

k

1 +
ξ2k − Λ2

k +∆2
0√

(ξ2k − Λ2
k +∆2

0)
2 + 4|Vk|2∆2

0

 (3.84)

provide the solution for the chemical potential and the interband order parameter.

We begin analyzing the solutions as functions of the scattering length for δ = {0.1, 0.5, 0.9} and
α = {0.5, 2.0}. The results are displayed in Fig. 3.10 in which (again) we see a close resemblance

with the single-band profile, the main difference is the linear divergence (in contrast with the

exponential one in the single-band case) in the order parameter. As hybridization increases so does

the order parameter while the chemical potential decreases. Additionally for small hybridization,

α = 0.5, we observe that as δ increases a pronounced discontinuity takes place.

It can be understood realizing that, in the BCS regime, the Cooper pair requires its fermions

to be close to the Fermi surface and if their masses are too distinct this requirement cannot be

met7. This difference is then compensated if we turn on the hybridization since the degeneracy

of the excitation energies favors the pair formation and restores superconductivity. Conversely, if

the system approaches the strong coupling regime, where the fermions are forming tight bound

molecules, a large δ increases the interband order parameter.

This feature has also a parallel in degenerated Fermi gases with SOC, where we identify the

hybridization with the spin-orbit interaction and the mass anisotropy with a Zeeman field [79].

So requiring the excitation gap to close, mink
{
ω−
k

}
= mink|

√
ξ2k +∆2

0 − δϵk| = 0 for α = 0 and

|k| = kF , we can estimate the discontinuity to occur around δ ≈ ∆0/ϵF in very good agreement

with the results of Fig. 3.10.

7This is no longer true if we allow the chemical potential of each band to be different from each other [80].
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Figure 3.10: Evolution of the interband gap and the chemical potential as a function of the scattering length with

the fixed parameters δ = {0.1, 0.5, 0.9} and α = {0.5, 2.0}.

The previous results hint us about the possibility of a crossover into strong coupling regime

induced by α. So next we keep the scattering length fixed at (kFas)
−1 = −0.5 while we vary the

hybridization strength for the following mass asymmetry parameters δ = {0.1, 0.3, 0.7, 0.9}; by
doing so we obtain the curves displayed in Fig. 3.11.

The first two cases, δ = {0.1, 0.3}, are very similar to each other: the chemical potential

starts close to the Fermi level and decreases with α; the order parameter starts with a finite

value, reaches a minimum and then grows with the hybridization. However its change is almost

negligible so that, in the interval considered, one can safely assume the interband order parameter

to be α-independent.

On the other hand, for δ = {0.7, 0.9} the investigated quantities exhibit a different behav-

ior: the chemical potential still decreases with α but presents a subtle discontinuity; the order

parameter starts from zero and grows up to a linear divergence that is accentuated increasing δ.

These results are in agreement with the ones obtained by F. Deus et. al. [13]. We can see the

presence of the BCS-BEC crossover induced purely by an antisymmetric hybridization which is a

new and exciting feature of the interband model.
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Figure 3.11: Evolution of the interband gap and the chemical potential via hybridization strength. In these plots

we have used δ = {0.1, 0.3, 0.7, 0.9} (up to down) and (kF as)
−1 = −0.5 characteristic of the BCS regime.

The steep profiles presented in Figs. 3.10 and 3.11 for high values of mass asymmetry suggest a

non-monotonous δ dependence. Thus let us continuously vary the mass difference parameter. We

keep using (kFas)
−1 = −0.5 and α = {0.5, 2.0} in Fig. 3.12. For α = 0.5 the main characteristic

of the curves are their abrupt change, it shows that up to δ ≈ 0.4 both chemical potential and

gap parameter present a crescent behavior. Beyond this point the chemical potential stabilizes

at µ ≈ 0.91ϵF . The interband order parameter falls vertiginously to zero as δ → 1. Increasing

the hybridization to α = 2.0 we observe a very different pattern. The chemical potential is

always negative and decreases with the mass asymmetry. The gap parameter increases and then

exponentially diverges as δ → 1 in agreement with the results of Figs. 3.10 and 3.11.
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Figure 3.12: Evolution of the interband gap and the chemical potential via mass asymmetry parameter. In these

plots we have used hybridization strengths α = {0.5, 2.0} and scattering length (kF as)
−1 = −0.5 within the weak

coupling regime.

The opposite behavior of the order parameter for low and high hybridization values, α = 0.5

and α = 2.0, respectively, may provide a way to determine whether the system is in the weak or

strong coupling regime. If the masses are too different and the system starts at the BCS phase

(negative scattering length) a small hybridization cannot sustain the superconductivity, but as

we increase α the transition to the BEC phase occurs and the pair bound becomes stronger as

δ → 1.

3.7.2 Interband Solution at the Critical Temperature

Next we extend our discussion to the vicinity of the transition point where ∆0 = 0. Once

again the excitation energies are given by ξ±k = ξk ± Λk and we will still be using Eq. 3.79 for

the occupation number. Furthermore we shall be able to check under what circumstances the

criterion µ ≃ E0 is satisfied allowing us to determine the BCS-BEC transition more accurately

than in the T = 0 case. So Eq. 3.27, in Fermi normalized units, after some arrangements reads

π

kFas
=

∫
d3k

2π

[
1

ϵk
− 1

2
tanh

(
ξ+k
2Tc

)(
1 + Θk

ξk
− Θk

Λk

)
− 1

2
tanh

(
ξ−k
2Tc

)(
1 + Θk

ξk
+

Θk

Λk

)]
,

(3.85)

where we have introduced Θk ≡ |Vk|2
ξ2k−Λ2

k
. Roughly speaking we replace the superconductivity order

parameter by the critical temperature but, since they are closely related, we can expect Tc to

show similar features as the ones presented by ∆0 in the previous section.

Solving the coupled equations for the critical temperature and chemical potential as we contin-

uously vary the scattering length with mass asymmetries δ = {0.1, 0.5, 0.9} we obtain the results

presented in Fig. 3.13, where we show the solution for three values of the hybridization strength,

α = {0.5, 1.0, 2.0} and the band minimum, E0.

45



3.7 Interband Scenario

2.0 1.5 1.0 0.5 0.0 0.5 1.0
0.7

0.2

0.3

0.8

1.3

=
0.

10
/ F Tc/ F E0( = 0.5)/ F

2.0 1.5 1.0 0.5 0.0 0.5 1.03

2

1

0

1

=
0.

10

/ F Tc/ F E0( = 2.0)/ F

2.0 1.5 1.0 0.5 0.0 0.5 1.0
0.7

0.2

0.3

0.8

1.3

=
0.

50

2.0 1.5 1.0 0.5 0.0 0.5 1.03

2

1

0

1

=
0.

50

1.0 0.5 0.0 0.5 1.0 1.5 2.0
(kFas) 1

3

2

1

0

1

2

=
0.

90

2 1 0 1 2
(kFas) 1

8
6
4
2
0
2
4

=
0.

90

Figure 3.13: Evolution of the critical temperature and the chemical potential in the interband scenario through

variation of the scattering length for α = 0.5 (left panels) and α = 2.0 (right panels) with δ = {0.1, 0.5, 0.9} (up to

bottom).

First of all we observe the increase of the critical temperature, even its divergence, and the

decrease of the chemical potential with (kFas)
−1 so that, qualitatively, the structure from the

single-band case is maintained. More specifically, for the left panels of Fig. 3.13 corresponding to

α = 0.5, there is an increasing discontinuity in the solutions as δ → 1, analogously to the T = 0

case. Furthermore the BEC transition, indicated by the intersection µ ≃ E0, occurs for smaller

values of (kFas)
−1 as the mass asymmetry increases. As the hybridization increases, in the right

panels for α = 2.0, the chemical potential is further down-shifted and the BCS-BEC crossover

takes place sooner than in the α = 0.5 counterparts. Here however all solutions are smooth.
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Figure 3.14: Evolution of the critical temperature and the chemical potential in the interband scenario with

hybridization. In these plots we have used (kF as)
−1 = −0.5, characteristic of the BCS regime, and δ =

{0.1, 0.3, 0.7, 0.9}.

We proceed by presenting Fig. 3.14 where we vary the hybridization strength while keeping

(kFas)
−1 = −0.5 for δ = {0.1, 0.3, 0.7, 0.9}. All the chemical potential curves have a similar

behavior starting from the Fermi surface and decreasing with α; for δ = 0.90 there is a subtle

discontinuity. Differently from the intraband case, here the BCS-BEC crossover does take place,

but only in the very distinct masses scenario δ = 0.90. It is important to notice that the realization

of the crossover may still be possible for higher values of α, although such limit is not physically

reasonable on most systems. Another point to bear in mind is that, by including of the thermal

fluctuations, the chemical potential solutions decrease faster than the mean-field ones so that the

crossover takes place a little bit earlier (see Fig. 4.4).

For fermions with similar masses, the critical temperature curve characterized by δ = 0.10

presents a finite value in the absence of hybridization; on the other hand the temperatures labeled

by δ ≥ 0.3 go to zero as α decreases. As in the scattering length variation case, all critical

temperatures diverge for large α, more linearly-like for higher values of δ. Thus we have a strong

indicative of an equivalence between the odd-parity hybridization and the scattering length in the

promotion of the BCS-BEC crossover.
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Figure 3.15: Evolution of the critical temperature and the chemical potential in the interband scenario through

variation of δ for (from up to bottom) α = {0.5, 1.0, 2.0} and (kF as)
−1 = {−0.5, 0.0, 0.5}.

Once more the influence of δ instigates further analysis. So Fig. 3.15 shows the solution via

mass asymmetry variation for (kFas)
−1 = {−0.5, 0, 0.5} and three values of hybridization strength

α = {0.5, 1.0, 2.0}. Initially we note that temperature curves increase and the chemical potential

ones decrease for higher scattering length values, in accordance with the previous results. For

α = 0.5 the system is always in the BCS phase, no matter the value of δ, and in this regime

an increase of the mass difference of the fermions destroys superconductivity and collapses the

chemical potential to a common Fermi surface µ ≈ 0.91ϵF . As we increase the hybridization

to α = 1.0 all temperature values increase and are always finite; the chemical potential curves

decrease and become distinct from one another, but are still above E0. However for α = 2.0 the

critical temperatures diverge with δ and so does the chemical potential, decreasing and becoming

infinitely negative as δ → 1. We also observe that BCS-BEC crossover may take place for

α = 2.0 if the mass asymmetry is δ > 0.6. Again the numerical results are in agreement with the
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interpretation that in the BCS limit a high mass asymmetry prevents the Cooper pair formation,

but as hybridization increases and leads the system to the strong-coupling regime the molecular

binding benefits from very distinct masses. Thus it becomes evident that the role of the mass

asymmetry parameter should not be overlooked while studying multi-band superconductors, and

although HF systems usually involve high values of δ, its tuning may be important.

3.8 Considerations

In this chapter we have developed a systematic calculation of the mean-field equations of a

two-band superconducting system under the influence of an odd-parity hybridization. A detailed

mapping of the parameters of our theory in two specific cases, intra and interband was presented.

Although superconductivity in the intraband scenario was showed to be destroyed by hy-

bridization, in the interband sector, the confirmation of a BCS-BEC crossover induced by hy-

bridization was achieved in an analogous fashion as it occurs in ultracold gases with spin-orbit

coupling. Additionally in our model we could explore the role played by the difference of the

quasi-particles masses where, in the interband case, it is a key parameter to determine whether

the system is in the weak or strong coupling regime.

Naturally, as it was expected from a mean-field treatment, the divergence of the condensation

temperature is present in the intraband scenario, as function of (kFas)
−1, and in the interband

one, as function of (kFas)
−1 or α. So, like we have done in the single-band case, we shall next

include the thermal fluctuations to obtain the proper critical temperature in the strong coupling

regime. However, from now on, we shall concentrate our analysis in the interband sector since,

as already argued, we are mainly interested in an α-driven BCS-BEC crossover. Nevertheless,

if the reader is interested in the details regarding the intraband in the strong coupling regime,

the calculations presented in App. D show the equivalence between the intraband fermions and

non-interacting bosons.
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Chapter 4
Interband Thermal Fluctuations

In this chapter we will introduce the thermal fluctuations in the interband sector. The phys-

ical reasoning is exactly the same as in the single-band case, however, the actual calculation of

the interband pair susceptibility is a much more troublesome task. Once we obtain the vertex

function we then analyze the strong coupling limit in order to determine whether or not a physi-

cal condensation temperature is achievable via an odd-parity hybridization. We also explore the

influence of the mass asymmetry and hybridization in the binding energy. Lastly we propose an

interpolation between both BCS and BEC regimes.

4.1 Interband Vertex Function

As we reach the strong-coupling regime the quasi-particles become more localized and thus

they are not properly described by a constant field. The extrapolation of the mean-field results

leads to a misinterpretation of Tc which actually describes the dissociation temperature of the

pairs rather than the condensation temperature. Next we will show that correcting the interband

order parameter on a one-loop level heals this issue.

Our approach remains the same: a perturbation around the mean-field solution ∆ = ∆q ≪ ϵF
and the expansion of the

Tr lnG−1 = Tr lnG−1
0 −

∞∑
n=1

1

2n
Tr(G0∆)2n (4.1)

in the effective action. To start let us recall that Eq. 3.15 is base independent, i. e., we can

apply a rotation into the 4D Nambu spinor, Eq. 3.14, to diagonalize G0. Specifically we use

a Bogoliubov-de Gennes transformation Uk = 12 ⊗ exp(iσ1ϕk), with σ1 the first Pauli matrix,

i sin(2ϕk) = Vk/Λk and cos(2ϕk) = (δϵk)/Λk, as illustrated in Fig. 4.1.

Thus, considering the leading order in the expansion the action becomes

S(2)[∆] =
∑
q

[
2|∆q|2

g1
+

1

2
Tr(G̃0∆̃)2

]
, (4.2)
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σ1

σ2

σ3

-Vk

δεk

-2ϕ-k
-δεk

2ϕk

Vk  = -V-k

Uk

Figure 4.1: Effect of the unitary transformation Uk. The angle 2ϕk (instead of just ϕk) is a characteristic of the

spinors rotation. Such rotation allows the diagonalization of G0 and simplifies the calculations involving it.

with the diagonal propagator (see App. B.1 for the details)

G̃0 = U†
kG0Uk =


G−
k 0 0 0

0 G+
k 0 0

0 0 −G−
−k 0

0 0 0 −G+
−k

 , (4.3)

where

G±
k ≡ 1

iωn − ξ±k
(4.4)

is the Green’s function of a single fermion with energy ξ±k = ξk ±Λk (not surprisingly). Applying

the same transformation to the fluctuations matrix results in (App. B.2)

∆̃(k, q) = U†
k+q/2∆qUk−q/2

= cos(ϕk+q/2 + ϕk−q/2)∆̃Inter(q) + i sin(ϕk+q/2 + ϕk−q/2)∆̃Intra(q), (4.5)

where

∆̃Inter(q) =


0 0 0 −∆q

0 0 ∆q 0

0 ∆̄−q 0 0

−∆̄−q 0 0 0

 (4.6)

and

∆̃Intra(q) =


0 0 −∆q 0

0 0 0 ∆q

∆̄−q 0 0 0

0 −∆̄−q 0 0

 . (4.7)
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4.1 Interband Vertex Function

Within the term ∆̃Intra we can see the existence of an intraband character even though we con-

sidered initially a pure interband model. To make it clearer let us observe that in the rotated

basis Ψ̃k = U−1
k Ψk we may write Ψ̃†

k = (β†k↑ α†
k↑ β−k↓ α−k↓), with the quasi-particles αkσ

and βkσ composed of the original A and B fermions as αkσ = akσ cos(ϕk) + ibkσ sin(ϕk) and

βkσ = bkσ cos(ϕk) + iakσ sin(ϕk). Thus implying the diagonalized Hamiltonian

H =
∑
k,σ

ξ+k α
†
kσαkσ +

∑
k,σ

ξ−k β
†
kσβkσ

+
∑
k,q,σ

cos(ϕk+q + ϕk−q)[∆2qα
†
k+qσβ

†
−k+q−σ +H.c.]

+
∑
k,q

i sin(ϕk+q + ϕk−q)[∆2qβ
†
k+q↑β

†
−k+q↓ −∆2qα

†
k+q↑α

†
−k+q↓ +H.c.], (4.8)

which, if we consider the mean-field solution, becomes

HMF =
∑
k,σ

[(ξk − Λk − iωn)α
†
kσαkσ + (ξk + Λk − iωn)β

†
kσβkσ]

+
∑
k,σ

δϵk
Λk

[∆0α
†
kσβ

†
−k−σ +H.c.] +

∑
k

Vk
Λk

[∆0β
†
k↑β

†
−k↓ −∆0α

†
k↑α

†
−k↓ +H.c.]. (4.9)

Analyzing Eq. 4.9 we see that a pure interband model with odd-parity hybridization is equivalent

to another one with an even s-wave symmetry in the interband order parameter proportional to

the original fermions mass difference, ∆−k = ∆k ∝ δϵk , plus two purely imaginary intraband

terms, both induced by hybridization and therefore with a p-wave character. It is interesting to

note that the mass asymmetry also regulates the contribution of the intra and interband terms.

Indeed, if we take δ = 0 then

HMF(δ = 0) =
∑
k,σ

[(ξk − |Vk| − iωn)α
†
kσαkσ + (ξk + |Vk| − iωn)β

†
kσβkσ]

−
∑
k

Vk
|Vk|

(∆0α
†
k↑α

†
−k↓ −∆0β

†
k↑β

†
−k↓ +H.c.), (4.10)

we see that Eq. 4.10 is equivalent to a two-particle Hamiltonian solely with intraband interactions.

Conversely, if Vk is negligible compared to δϵk Eq. 4.10 becomes simply an interband Hamiltonian.

Focusing in the gaussian correction of Eq. 4.2 one can show that it yields (see App. B.3)

1

2
Tr(G̃0∆̃)2 =− 1

β

∑
k,ωn

cos2(ϕk−q + ϕk+q)(G
+
k−qG

−
−k−q +G−

k−qG
+
−k−q)|∆2q|2

− 1

β

∑
k,ωn

sin2(ϕk−q + ϕk+q)(G
+
k−qG

+
−k−q +G−

k−qG
−
−k−q)|∆2q|2 (4.11)

and summing over the fermionic frequencies as indicated in App. B.4 leads to

1

β

∑
ωn

G±
k−qG

±
−k−q =

1− ηF (ξ
±
k+q)− ηF (ξ

±
k−q)

2iωm + ξ±k+q + ξ±k−q

, (4.12)
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4.2 Interband Effective Action in the Strong Coupling Regime

with ηF the Fermi distribution. So our second order effective action can be written as

S(2)[∆] =
∑
q

Γ−1
q |∆q|2, (4.13)

where

Γ−1
q =

2

g1
−
∑
k

cos2
(
ϕk−q/2 + ϕk+q/2

) 1− nF (ξ
+
k−q/2)− nF (ξ

−
k+q/2)

iωm + ξ+k−q/2 + ξ−k+q/2

−
∑
k

cos2
(
ϕk−q/2 + ϕk+q/2

) 1− nF (ξ
−
k−q/2)− nF (ξ

+
k+q/2)

iωm + ξ−k−q/2 + ξ+k+q/2

−
∑
k

sin2
(
ϕk−q/2 + ϕk+q/2

) 1− nF (ξ
+
k−q/2)− nF (ξ

+
k+q/2)

iωm + ξ+k−q/2 + ξ+k+q/2

−
∑
k

sin2
(
ϕk−q/2 + ϕk+q/2

) 1− nF (ξ
−
k−q/2)− nF (ξ

−
k+q/2)

iωm + ξ−k−q/2 + ξ−k+q/2

(4.14)

is the interband vertex or pair susceptibility function. As pointed out, the mass difference is

responsible for the mixing of the ± quasi-particles while the hybridization acts in the “new”

intraband sector. Having derived the vertex function we can, at least in principle, obtain the

corrected BCS-BEC crossover. Unfortunately it turns out to be a very arduous task, mainly,

but not only, in the numerical calculation. However, we still can extract many interesting results

focusing our attention in the strong coupling regime.

4.2 Interband Effective Action in the Strong Coupling Regime

We are mainly interested in the study of the strong coupling regime, since we have seen that in

a hybridization driven BCS-BEC crossover, there is still a non-physical condensation temperature.

Here we intend to correct this temperature and, later on, suggest a complete interpolation of both

BCS and BEC limits. So, let us start recalling that close to the transition point the characteristic

excitations are given by ϵ±k = ϵk ± Λk. Thus it is important to observe that to enter the BEC

regime the system’s chemical potential must be below both bands (in the single-band case it

corresponds simply to a negative chemical potential), but here the crossover is expected to take

place around µ ≲ E0. Thus in our next approximations we shall consider |µ| ≫ Tc so that we can

neglect the exponentially small contributions from Fermi distributions in Eq. 4.14. Keeping that

in mind and performing a gradient expansion for (ωm, q) ≪ kF, as described in App. C, we get

Γ−1
q = Γ−1

0 − δ2Γ−1
q2

+ J(α)

(
iωm +

q2

4m

)
, (4.15)
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where

Γ−1
0 = − m

2πas
+
∑
k

(
1

ϵk
− 1 + Θk

ξk

)
, (4.16)

Γ−1
q2

=
q2

4m

∑
k

ϵk
ξk

Θk

ξ2k − Λ2
k

+
∑
k

1

ξ3k

[(
k · q
2m

)
(1 + Θk) +

ϵk
2

VkVq
ξ2k − Λ2

k

]2
, (4.17)

J(α) =
∑
k

(
1 + Θk

2ξ2k
+

Θk

ξ2k − Λ2
k

)
=
π

4

ν0√
ϵF

1√
−µ

+
∑
k

Θk

(
1

2ξ2k
+

1

ξ2k − Λ2
k

)
, (4.18)

with ν0 the density of states at the Fermi level.

From Eqs. 4.16-4.18 we can observe how hybridization modifies the pair susceptibility in

comparison to Eq. 2.43. It is also important to note that the term Γ−1
q2

comes accompanied by δ2

implying that it is most relevant in high mass asymmetry problems.

To demonstrate that indeed the inclusion of the thermal fluctuations corrects the critical tem-

perature in the strong coupling regime is to show the equivalence between the interband effective

action and a bosonic one. To achieve that we need to identify the effective chemical potential to

which the bosons are submitted and their dispersions. So, to get rid of the multiplicative factor

J(α) accompanying the term (iωm + q2/4m) in Eq. 4.15, we reparametrize the bosonic fields as

∆q → J−1/2∆q and our action turns out to be

S(2)[∆] =
∑
q

∆̄q(−iωm + ϵq + µeff)∆q, (4.19)

where the effective chemical potential is then identified as

µeff =
Γ−1
0

J(α)
, (4.20)

and the energy dispersion with

ϵq =
q2

4m
−
δ2Γ−1

q2

J(α)
. (4.21)

To understand how the second term in Eq. 4.21 modifies the usual q2/4m dispersion we need

to check every qi component in Γ−1
q2

. Let us observe that integrals containing the product of an

arbitrary scalar function f(k2x, k
2
y, k

2
z) with k · q will be such that only even powers of ki survive,

so recalling that Vk ∝ kz, we may write∑
k

f(k2x, k
2
y, k

2
z)(k · q)2 =

∑
k

f(k2x, k
2
y, k

2
z)(q

2
xk

2
x + q2yk

2
y + q2zk

2
z), (4.22)

∑
k

f(k2x, k
2
y, k

2
z)VkVq(k · q) = −q2z

∑
k

f(k2x, k
2
y, k

2
z)|Vk|2 (4.23)

and Γ−1
q2

may be rewritten as

Γ−1
q2

=
∑
i,j

Λij
qiqj
4m

, (4.24)
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where Λ is a symmetric block-diagonal matrix reflecting tetragonal symmetry whose components

are

Λxx =
∑
k

[
ϵk
ξk

Θk

ξ2k − Λ2
k

+
k2x
2m

(1 + Θk)
2

ξ3k

]
, (4.25)

Λyy =
∑
k

[
ϵk
ξk

Θk

ξ2k − Λ2
k

+
k2y
2m

(1 + Θk)
2

ξ3k

]
, (4.26)

Λzz =
∑
k

[
ϵk
ξk

Θk

ξ2k − Λ2
k

+
k2z
2m

(1 + Θk)
2

ξ3k
− 2ϵkΘk(1 + Θk)

ξ3k
+
α2(2 + γ2)ϵF

2

ϵ2k
ξ3k

Θk

ξ2k − Λ2
k

]
, (4.27)

with Λxx = Λyy, while the remaining off-diagonal components are zero. The anisotropic parameter

is explicit here solely for the sake of completeness, in the numerical results we are still assuming

γ = 0.

Thus the anisotropic boson dispersion becomes

ϵq =
∑
i,j

[
δij −

δ2Λij(α)

J(α)

]
qiqj
4m

, (4.28)

with the components qx and qy contributing equally to the energy while the qz component retains

most of the influence from the hybridization.

4.2.1 Binding Energy

The binding energy EB, or equivalently the critical chemical potential µc = −EB/2, is defined
through the zeroth order vertex function that, following App. C.1, reads1

Γ−1
0

πν0
= − 1

kFas
+
√
−µ

[
1−

∞∑
n=1

Cn(δ)

(
2α2

−µ

)n]
, (4.29)

where the coefficients Cn are given by

Cn(δ) ≡
2

π

∫ ∞

0

∫ ∞

0

x dx dy

x2 + y2 + 1

y2n

[(x2 + y2 + 1)2 − δ2(x2 + y2)2]n
, (4.30)

with n ≥ 1 and the convergence of the series in Eq. 4.29 is guaranteed in the BEC limit. (See

Fig. C.1 for comparison between the coefficients.)

Thus the critical chemical potential µc is obtained solving the equation

− 1

kFas
+
√
−µc

[
1−

∞∑
n=1

Cn

(
2α2

−µc

)n]
= 0, (4.31)

an interesting point is that turning-off the hybridization we obtain the usual µc = (kFas)
−2.

However, unlike the single-band case, this equation is still solvable for some negative values of

1The chemical potential is normalized by the Fermi energy.
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4.2 Interband Effective Action in the Strong Coupling Regime

(kFas)
−1 indicating the possibility of a BEC pairing even in a weak coupling regime. At first

order approximation, n = 1, the hybridization contribution to µc is

µ(1)c = −1

4

[
(kFas)

−1 +
√
(kFas)−2 + 8α2C1(δ)

]2
, (4.32)

for instance at the unitary point, (kFas)
−1 = 0, we still have a finite binding energy of E

(1)
B =√

2α2C1(δ)ϵF . As mentioned, in the weak coupling regime, (kFas)
−1 ≫ −1, we get µ

(1)
c →

−[2α2C1(δ)]
2/(kFas)

−2.

Finally, Fig. 4.2 shows the complete numerical solution of Eq. 4.31 as function of the

scattering length for different values of hybridization α = {0.5, 1.0, 2.0} and mass asymmetry

δ = {0.1, 0.3, 0.7, 0.9}. And, as expected, it is in agreement with the above analytical considera-

tions, since all curves show a growth with both hybridization and mass asymmetry, and present

a finite value in the BCS limit.
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Figure 4.2: Critical chemical potential as function of the scattering length for different values of hybridization and

mass asymmetry. Although the critical chemical potential fastly decreases for negative (kF as)
−1 it is still non-zero.

Higher values of hybridization or mass asymmetry increase µc.
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4.2 Interband Effective Action in the Strong Coupling Regime

4.2.2 Corrected Condensation Temperature

Aware of the proper bosonic dispersion given by Eq. 4.28 we can finally obtain the condensa-

tion temperature by taking the limit µeff → 0 in which the Bose-Einstein distribution becomes

nB(µeff → 0) = n0 +

∫
d3q

(2π)3
1

exp
[
1
T

∑
i,j (δij − δ2ΛijJ−1)

qiqj
4m

]
− 1

, (4.33)

where, as in Eq. 2.5, n0 is the number of condensate bosons. Then, redefining our variables of

integration qi → qi
√
1− δ2ΛiiJ−1, we get an integral which we already know how to evaluate

nB(µeff → 0) = n0 + ζ(3/2)

(
2mT

π

)3/2∏
i

(
1− δ2Λii

J

)−1/2

, (4.34)

resulting in a condensation temperature

Tc =
π

(
∏
imi)1/3

[
nB

ζ(3/2)

]2/3
, (4.35)

generalized to the case of anisotropic masses

mi ≡
m

1− δ2ΛiiJ−1
, (4.36)

with i = x, y, z. Fixing (kFas)
−1 = −0.5 and using the mean-field solution of µ(α ≫ 1) we

estimate the anisotropic masses to yield, for δ = 0.7, mx = my ≃ 1.55m and mz ≃ 1.68m,

while increasing the mass asymmetry to δ = 0.9 results in mx = my ≃ 3.37m and mz ≃ 3.46m.

Conversely, in the usual BEC limit (kFas)
−1 → ∞, for δ = 0.9 and α = 0.5, we have mx =

my ≃ 5.06m and mz ≃ 4.94m; increasing hybridization to α = 2.0 we get mx = my ≃ 4.26m and

mz ≃ 3.99m.

Although we have indeed obtained an analytical expression for the condensation temperature

our goal has not yet been completely achieved. If hybridization is to have an analogous role as

the scattering length driving the system into the strong coupling regime, then we must show that

Tc(α) is also finite in the limit α → ∞. To do that we must once more turn to the numerical

analysis.

So to proceed further we need to specify nB. We shall assume that in the strong coupling

regime all fermions form pairs, i. e., the bosonic density is half of the total fermion density,

nB = n/2 [5]. This hypothesis is accurate while dealing with dilute gas systems. In condensed

matter, since the interacting particles are only the ones around the Fermi surface, the density

may be treated as a free parameter or be modeled after a specific material. Nevertheless it will

provide us with some quantitative results. Using Eq. 3.59 the condensation temperature becomes

Tc
ϵF

=
1

2π

[
Fδ

ζ(3/2)

]2/3∏
i

[
1− δ2Λii(α)

J(α)

]1/3
, (4.37)

where, we recall, there is still a dependence of the chemical potential present in λi(α) and J(α).

So to determine the condensation temperature as a function of the scattering length or the hy-

bridization we must also establish the chemical potential evolution with the respective variable.

At a first approximation we can use the mean-field results to this end.
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4.2 Interband Effective Action in the Strong Coupling Regime

As expected, while varying the scattering length, there is a saturated temperature as (kFas)
−1 →

∞ and for the particular case of equal masses we recover the expression for a gas of identical bosons

with mass 2m and density nB = k3F /(3π
2). The condensation temperature also becomes inde-

pendent of hybridization Tc(δ = 0) ≃ 0.35ϵF , i. e., a factor z2/3 larger than the single-band case,

Tc = 0.22ϵF , due to the z = 2 bands of our problem. On the other hand, for very distinct masses,

δ = 0.9, we have Tc(α = 0.5) ≃ 0.43ϵF and Tc(α = 2.0) ≃ 0.53ϵF indicating the rising of the

temperature with δ as well as α.

In the case of a fixed negative scattering length we have showed that only high values of δ

allow the system to effectively enter in the BEC regime via an odd-parity hybridization. Therefore

we estimate that for (kFas)
−1 = −0.5 we have Tc(δ = 0.7) ≃ 0.48ϵF and Tc(δ = 0.9) ≃ 0.65ϵF

whilst increasing the scattering length to (kFas)
−1 = −0.1 implies in Tc(δ = 0.7) ≃ 0.47ϵF and

Tc(δ = 0.9) ≃ 0.64ϵF . Thus there is an increasing in temperature with δ and a small decrease

with (kFas)
−1, but most important the condensate temperature is always finite.
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Figure 4.3: Comparison between critical temperatures obtained with different methods for (kF as)
−1 = {−0.5,−0.1},

characteristic of the BCS regime, and high mass asymmetries δ = {0.7, 0.9}. The full red line, corresponding to the

inclusion of fluctuations, correctly describes both limits and provides a good interpolation between them.
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4.3 Interband BCS-BEC Crossover

As we have already stated, the complete profile of the BCS-BEC crossover is attained by

including the effect of the pair susceptibility into the occupation number equation. More specifi-

cally, we should calculate δn = T∂µ
∑

q ln Γ
−1
q , add it in Eq. 3.44 and then, once again, solve the

coupled equations. Although we have successfully obtained the interband vertex function and the

calculation of δn is possible, the numerical computation of the corrected number equation is not.

However, an alternative approach [10,11] resides in the observation that, in the strong coupling

regime, the role of δn is to describe the bosonic pair formation, i. e.

δn ≃
∑
q

1

e
∑

i q
2
i /(4miTc) − 1

= ζ(3/2)

(
Tc
π

)3/2∏
i

√
mi, (4.38)

where we used the dispersion calculated in Eq. 4.28 and the anisotropic masses expressed in Eq.

4.36.

Since the q sum in Eq. 4.38 could be analytically calculated it is now a feasible task to solve

the (Fermi normalized) occupation number equation

Fδ ≃
ζ(3/2)

2

(2πTc)
3/2∏

i

√
1− δ2ΛiiJ−1

+

∫
d3k

[
1− 1

2
tanh

(
ξ+k
2Tc

)
− 1

2
tanh

(
ξ−k
2Tc

)]
, (4.39)

together with Eq. 3.85, which, for convenience, we write once again

π

kFas
=

∫
d3k

2π

[
1

ϵk
− 1

2
tanh

(
ξ+k
2Tc

)(
1 + Θk

ξk
− Θk

Λk

)
− 1

2
tanh

(
ξ−k
2Tc

)(
1 + Θk

ξk
+

Θk

Λk

)]
.

Thus Fig. 4.3 shows the complete temperature evolution with the odd parity hybridization for

δ = {0.7, 0.9} and (kFas)
−1 = {−0.5,−0.1}. As expected the condensation temperature no longer

presents a diverging behavior, in matter of fact, it saturates (not surprisingly) to the temperature

calculate in the previous section. The vertical dashed line indicates the region around which the

smooth transition from the BCS to the BEC limit takes place.

Lastly, we demonstrate in Fig. 4.4, that the chemical potential is not substantially modified

by the inclusion of gaussian fluctuations. Nevertheless its faster decrease, mainly in the weak

coupling regime, implicates in a BCS-BEC transition reached at smaller values of hybridization

(in comparison with the mean-field analysis). This result however should be considered with

caution since the approximation given by Eq. 4.38 becomes less reliable as we approach the BCS

limit.
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Figure 4.4: Chemical potential curves obtained via mean-field (dotted blue line) and fluctuations (full red line)

approaches for (kF as)
−1 = {−0.5,−0.1} and δ = {0.7, 0.9}. The inclusion of the thermal fluctuations contributes

to the BCS-BEC crossover as µ intercepts E0 at smaller α values.
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Chapter 5
Conclusions and Perspectives

In this thesis we develop a systematic way to understand the influence of an odd-parity hy-

bridization in a two-band superconductor.

We started our analysis describing a single-band superconductor, which is solely characterized

by the ratio of the scattering length to the average interparticle distance (kFas)
−1. We detailed

the weak (BCS) and strong (BEC) coupling regimes and demonstrated how, via variation of

scattering length, it is possible to link them both. Next we presented studies that considered

spin-orbit coupling interaction in ultracold fermionic gases and showed a BCS-BEC crossover

driven through SOC variation.

Observing some mathematical similarities between SOC in fermionic gases and hybridization

in multi-band systems, a spontaneous question raised is how exactly does hybridization operates

in condensed matter and, more specifically, how does it affect the strong coupling regime of such

systems. To address these issues, we specifically considered a model of two fermion species inter-

acting attractively and that can be hybridized with each other. We pointed out that hybridization

symmetry is linked to the difference of quantum numbers of the orbitals and it can be even- or

odd-parity. However, previous studies showed that even-parity hybridization destroys the super-

conducting state, which narrowed our investigation to odd-parity hybridization. Additionally,

in a two-band system the mass asymmetry of the interacting fermions, δ, although absent in

SOC gases, must be carefully considered. As it was defined, a small δ corresponds to similar

effective masses and as δ increases approaching the unit it indicates a scenario with very distinct

masses, characteristic of heavy fermions systems. In matter of fact, the mass asymmetry term

δϵk in the interband case is analogous to a Zeeman field in SOC systems abruptly diminishing

superconductivity in the weak coupling regime.

Using both analytical and numerical methods we obtained the solutions for the intra (g1 = 0)

and interband (g2 = 0) scenarios. At a mean-field level, we solved the coupled equations and

showed how the order parameters, chemical potential and critical temperature varied with the

free parameters of the model, namely (kFas)
−1, α and δ. We also calculated the minimum energy

of the bands E0 which determines the region around the system enters in the BEC phase. From

the numerical results, we see that the intraband case exhibited the suppression of the supercon-

ducting properties for increased hybridization strength. On the other hand, in the interband

case, hybridization favors the pair formation and induces a BCS-BEC crossover with a similar

signature as the one presented via scattering length variation. However, the BEC transition is
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Chapter 5. Conclusions and Perspectives

favored solely for high values of the mass asymmetry, δ ≳ 0.7, where the criterion µ ≃ E0 is

met. Another feature of the interband model is the divergence of the critical temperature in the

strong-coupling regime with increasing α. This divergence however is merely a pathology of the

mean-field approximation which does not properly describe the tight bosonic pair in the BEC

limit.

We also demonstrated that the odd-parity hybridization can induce a p-wave intraband order

parameter in the (initially) pure interband Hamiltonian. Then, by including the thermal fluc-

tuations at one-loop level, we calculated the interband vertex function and showed that, in the

strong coupling regime, our effective action is equivalent to another one describing non-interacting

bosons with an anisotropic energy dispersion. It allowed us to obtain the system’s binding energy,

which increases with δ and α, and a finite condensation temperature as function of α that also

increases with δ. Another important remark is that the α-saturated temperature is usually higher

than the scattering length one what increases its experimental appeal.

Although the complete solution of the crossover could not been attained due to the complexity

of the numerical calculations, an adequate ansatz for the occupation number fluctuation allowed

us to overcome this issue and smoothly link the weak and the strong regimes via hybridization.

Therefore we were able to demonstrate theoretically that an odd-parity hybridization can indeed

play a similar role as the scattering length or the SOC interaction in the interband sector of a

two-band superconductor and successfully promote an α-driven BCS-BEC crossover.

As future lines of work it may be interesting to further analyze both the intra and interband

sectors altogether. Besides under the new light of the relevance of the mass asymmetry parameter

a revision of the even-parity hybridization results would be greatly appreciated. Another point

for consideration would be the study of a model with bands possessing different Fermi surfaces

or under the influence of a magnetic field. It also be interesting to explore a possible topological

transition in multi-band systems which is hint in our work by the steep profiles of the order

parameter and critical temperature for high δ. Besides, while analyzing the evolution of the

interband critical temperature with hybridization, there is an indication of some scaling between

the several Tc(δ) since these curves intersect around α ≃ 1.08. Furthermore, it would also be ideal

to include the exact pair susceptibility in these studies. This last task could be made (numerically)

simpler in 2D systems. Naturally due to the richness of the multi-band model these are some but

not all of the possibilities for future explorations and we hope that we have been able to contribute

in this endeavor.
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Appendix A
Mean-Field Equations

As stated in the main text, we need to compute the inverse of the matrix G−1. Although it is

a bothersome task to calculate the complete matrix we shall not need all of its elements to obtain

the dynamical equations.

We start from the follow identity involving square matrices

G ≡

(
A B

C D

)−1

=

 (
A−BD−1C

)−1 −A−1B
(
D−CA−1B

)−1

−D−1C
(
A−BD−1C

)−1 (
D−CA−1B

)−1

 . (A.1)

In our case we can identify the block matrices as

A ≡

(
iωn − ξAk −V̄k

−Vk iωn − ξBk

)
=⇒ A−1 =

1

detA

(
iωn − ξBk V̄k

Vk iωn − ξAk

)
(A.2)

with detA = (iωn − ξBk )(iωn − ξAk )− |Vk|2;

B ≡

(
Ω −∆

∆ 0

)
=⇒ B−1 =

1

∆2

(
0 ∆

−∆ Ω

)
; (A.3)

C ≡

(
Ω ∆

−∆ 0

)
=⇒ C−1 =

1

∆2

(
0 −∆

∆ Ω

)
; (A.4)

D ≡

(
iωn + ξAk −Vk

−V̄k iωn + ξBk

)
=⇒ D−1 =

1

detD

(
iωn + ξBk Vk

V̄k iωn + ξAk

)
(A.5)

with detD = (iωn + ξBk )(iωn + ξAk )− |Vk|2.
We also assume the antisymmetric character of the hybridization V−k = −Vk and, with no loss

of generalization, the s-wave symmetry of the mean-field order parameters ∆̄ = ∆, Ω̄ = Ω (for

notational convenience we suppress the subscript ‘0’).
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Fortunately the whole information for the mean-field analysis is contained within the block

−D−1C(A−BD−1C)−1 so the first product to be calculated is

D−1C =
1

detD

[
(iωn + ξBk )Ω− Vk∆ (iωn + ξBk )∆

V̄kΩ− (iωn + ξAk )∆ V̄k∆

]
(A.6)

and BD−1C reads

BD−1C =
1

detD

[
Ω[(iωn + ξBk )Ω− Vk∆]−∆[V̄kΩ− (iωn + ξAk )∆] (iωn + ξBk )∆Ω− V̄k∆

2

(iωn + ξBk )Ω∆− Vk∆
2 (iωn + ξBk )∆

2

]
,

(A.7)

thus(
A−BD−1C

)−1
=

1

det (A−BD−1C)

1

detD

×

[
(iωn − ξBk )detD− (iωn + ξBk )∆

2 V̄kdetD+ (iωn + ξBk )∆Ω− V̄k∆
2

VkdetD+ (iωn + ξBk )Ω∆− Vk∆
2 (iωn − ξAk )detD− (iωn + ξBk )Ω

2 − (iωn + ξAk )∆
2

]
,

(A.8)

with

det
(
A−BD−1C

)
(detD)2 =

= [(iωn − ξAk )detD− (iωn + ξBk )Ω
2 − (iωn + ξAk )∆

2][(iωn − ξBk )detD− (iωn + ξBk )∆
2]

+ [V̄kdetD+ (iωn + ξBk )∆Ω− V̄k∆
2][−VkdetD− (iωn + ξBk )Ω∆ + Vk∆

2]

= (iωn − ξAk )(iωn − ξBk )detD
2 − (iωn − ξAk )(iωn + ξBk )∆

2detD

− (iωn + ξBk )(iωn − ξBk )Ω
2detD+ (iωn + ξBk )

2Ω2∆2

− (iωn + ξAk )(iωn − ξBk )∆
2detD+ (iωn + ξAk )(iωn + ξBk )∆

4

− |Vk|2detD2 + 2|Vk|2∆2detD− (iωn + ξak )
2∆2Ω2 − |Vk|2∆4

= detA(detD)2 − [(iωn − ξAk )(iωn + ξBk ) + (iωn + ξAk )(iωn − ξBk )− 2|Vk|2]∆2detD

+ (ω2
n + ξB2

k )Ω2detD+∆4detD

= [detAdetD+ 2(ω2
n + ξAk ξ

B
k + |Vk|2)∆2 + (ω2

n + ξB2
k )Ω2 +∆4]detD, (A.9)
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and

detAdetD =

= [(iωn − ξBk )(iωn − ξAk )− |Vk|2][(iωn + ξBk )(iωn + ξAk )− |Vk|2]

= [(iωn)
2 − ξB2

k ][(iωn)
2 − ξA2k ] + |Vk|4 − |Vk|2[(iωn − ξBk )(iωn − ξAk ) + (iωn + ξBk )(iωn + ξAk )]

= (ω2
n + ξa2k )(ω2

n + ξb2k ) + |Vk|4 − |Vk|2[−ω2
n − iωn(ξ

B
k + ξAk ) + ξBk ξ

A
k − ω2

n + iωn(ξ
B
k + ξAk ) + ξBk ξ

A
k ]

= ω4
n + (ξA2k + ξB2

k )ω2
n + ξA2k ξB2

k + 2|Vk|2(ω2
n − ξAk ξ

B
k ) + |Vk|4

= ω4
n + (ξA2k + ξB2

k + 2|Vk|2)ω2
n + (ξAk ξ

B
k − |Vk|2)2, (A.10)

so that

det
(
A−BD−1C

)
detD =

= ω4
n + (ξA2k + ξB2

k + 2|Vk|2 +Ω2 + 2∆2)ω2
n + (ξAk ξ

B
k − |Vk|2)2 + 2(ξAk ξ

B
k + |Vk|2)∆2 + ξB2

k Ω2 +∆4

= ω4
n + (ξA2k + ξB2

k + 2|Vk|2 +Ω2 + 2∆2)ω2
n + (ξAk ξ

B
k − |Vk|2 +∆2)2 + 4|Vk|2∆2 + ξB2

k Ω2

= ω4
n + 2Ak ω

2
n +Bk

= detG−1, (A.11)

where we recalled the definitions presented in Eqs. 3.23.

Finally the last product is

D−1C
(
A−BD−1C

)−1
=

1

detG−1

1

detD

[
(iωn + ξBk )Ω− Vk∆ (iωn + ξBk )∆

V̄kΩ− (iωn + ξAk )∆ V̄k∆

]

×

[
(iωn − ξBk ) detD− (iωn + ξBk )∆

2 V̄kdetD+ (iωn + ξBk )∆Ω− V̄k∆
2

VkdetD+ (iωn + ξBk )Ω∆− Vk∆
2 (iωn − ξAk )detD− (iωn + ξBk )Ω

2 − (iωn + ξAk )∆
2

]
.

(A.12)
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A.1 Interband G Components

The relevant components for the interband case are

−(detG−1detD)G32 =
[
(iωn + ξBk )Ω− Vk∆

] [
V̄kdetD+ (iωn + ξBk )∆Ω− V̄k∆

2
]

+ (iωn + ξBk )∆
[
(iωn − ξAk )detD− (iωn + ξBk )Ω

2 − (iωn + ξAk )∆
2
]

= V̄kΩ(iωn + ξBk )detD+ (iωn + ξBk )
2Ω2∆− V̄k(iωn + ξBk )Ω∆

2

− |Vk|2∆detD− Vk(iωn + ξBk )Ω∆
2 + |Vk|2∆3

+ (iωn + ξBk )(iωn − ξAk )∆detD− (iωn + ξBk )
2Ω2∆

− (iωn + ξBk )(iωn + ξAk )∆
3

=
[
V̄kΩ(iωn + ξBk )− |Vk|2∆+∆(iωn + ξBk )(iωn − ξAk )

]
detD

+∆3
[
|Vk|2 − (iωn + ξBk )(iωn + ξAk )

]
=
[
−ω2

n + (ξBk − ξAk )iωn − ξAk ξ
B
k − |Vk|2

]
∆detD−∆3detD

=
[
−ω2

n + (ξBk − ξAk )iωn − ξAk ξ
B
k − |Vk|2 −∆2

]
∆detD (A.13)

and

−(detG−1detD)G41 =
[
V̄kΩ− (iωn + ξAk )∆

] [
(iωn − ξBk )detD− (iωn + ξBk )∆

2
]

V̄k∆
[
VkdetD+ (iωn + ξBk )Ω∆− Vk∆

2
]

= V̄kΩ(iωn − ξBk )detD− V̄k(iωn + ξBk )Ω∆
2 − (iωn + ξAk )(iωn − ξBk )∆detD

+ (iωn + ξAk )(iωn + ξBk )∆
3 + |Vk|2∆detD+ V̄k(iωn + ξBk )Ω∆

2 − |Vk|2∆3

=
[
V̄kΩ(iωn − ξBk )− (iωn + ξAk )(iωn − ξBk )∆ + |Vk|2∆

]
detD

−∆3
[
−(iωn + ξAk )(iωn + ξBk ) + |Vk|2

]
= −

[
−ω2

n − (ξBk − ξAk )iωn − ξAk ξ
B
k − |Vk|2 −∆2

]
∆detD, (A.14)

where, in the last lines, we have already dismissed the antisymmetric terms (when summing over

k they vanish).

Thus

G32 −G41 =
2∆(ω2

n + ξAk ξ
B
k + |Vk|2 +∆2)

ω4
n + 2Akω2

n +Bk
, (A.15)

which leads to Eq. 3.26.
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A.2 Intraband G Components

In the intraband scenario we need only the component G31 that is obtained from the product

−(detG−1detD)G31 =
[
(iωn + ξBk )Ω− Vk∆

] [
(iωn − ξBk )detD− (iωn + ξBk )∆

2
]

+ (iωn + ξBk )∆
[
VkdetD+ (iωn + ξBk )Ω∆− Vk∆

2
]

= −(ω2
n + ξB2

k )ΩdetD− (iωn + ξBk )
2Ω∆2 − Vk(iωn − ξBk )∆detD

+ Vk(iωn + ξBk )∆
3 + Vk(iωn + ξBk )∆detD+ (iωn + ξBk )

2Ω∆2

− Vk(iωn + ξBk )∆
3

= −(ω2
n + ξB2

k )ΩdetD, (A.16)

where, once again, we have omitted the antisymmetric k terms. Thus

G31 =
Ω(ω2

n + ξB2
k )

ω4
n + 2Akω2

n +Bk
, (A.17)

and then follows Eq. 3.35.

A.3 Matsubara Summation

The summation over the fermionic frequencies, ωn, can be done by noting that both intra and

interband gap equations present the same simple poles structure, namely

S ≡
∑
n

h(ωn) =
2

β

∑
n

−(iωn)
2 +K

(iωn − ω1)(iωn − ω2)(iωn − ω3)(iωn − ω4)
, (A.18)

where ω1 = −ω2 = ω+
k , ω3 = −ω4 = ω−

k and K is any constant.

This sum can be formally replaced by a closed contour complex integral of the product of h(z)

with a suitable convergent function g(z). For fermions, it can be rewritten as

S =
1

2πi

∮
dzg(z)h(−iz) = −

∑
Poles

Res [g(z)h(−iz)]|z=Pole , (A.19)

with g(z) = β
2 tanh

(
β
2 z
)
. So that our original sum becomes the evaluation of residues.
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A.3 Matsubara Summation

Particularly in our problem, the summation becomes

S = −
∑
n

Res

[
−z2 +K

(z − ω1)(z − ω2)(z − ω3)(z − ω4)
tanh

(
β

2
z

)]∣∣∣∣
z=ωn

= − −ω2
1 +K

(ω1 − ω2)(ω1 − ω3)(ω1 − ω4)
tanh

(
β

2
ω1

)
− −ω2

2 +K

(ω2 − ω1)(ω2 − ω3)(ω2 − ω4)
tanh

(
β

2
ω2

)
− −ω2

3 +K

(ω3 − ω1)(ω3 − ω2)(ω3 − ω4)
tanh

(
β

2
ω3

)
− −ω2

4 +K

(ω4 − ω1)(ω4 − ω2)(ω4 − ω3)
tanh

(
β

2
ω4

)
= −

−ω+
k
2 +K

2ω+
k (ω

+
k − ω−

k )(ω
+
k + ω−

k )
tanh

(
β

2
ω+
k

)
−

−ω+
k
2 +K

−2ω+
k (−ω

+
k − ω−

k )(−ω
+
k + ω−

k )
tanh

(
−β
2
ω+
k

)

−
−ω−

k
2 +K

2ω−
k (ω

−
k − ω+

k )(ω
−
k + ω+

k )
tanh

(
β

2
ω−
k

)
−

−ω−
k
2 +K

−2ω−
k (−ω

−
k − ω+

k )(−ω
−
k + ω+

k )
tanh

(
−β
2
ω−
k

)

= −
−ω+

k
2 +K

ω+
k (ω

+
k − ω−

k )(ω
+
k + ω−

k )
tanh

(
β

2
ω+
k

)
−

−ω−
k
2 +K

ω−
k (ω

−
k − ω+

k )(ω
−
k + ω+

k )
tanh

(
β

2
ω−
k

)

= − 1

ω+
k
2 − ω−

k
2

[
K − ω+

k
2

ω+
k

tanh

(
β

2
ω+
k

)
−
K − ω−

k
2

ω−
k

tanh

(
β

2
ω−
k

)]

=
1

ω+
k
2 − ω−

k
2

[
ω+
k tanh

(
β

2
ω+
k

)
− ω−

k tanh

(
β

2
ω−
k

)
+ K

(
tanh

(
βω−

k /2
)

ω−
k

−
tanh

(
βω+

k /2
)

ω+
k

)]
,

(A.20)

which, with the proper identifications, leads to the intra and interband gap equations showed in

the main text.
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Appendix B
Interband Vertex Function

B.1 Free Propagator’s Inverse

Turning explicit the imaginary factor in the hybridization Vk = iṼk → iVk we can write the

inverse of the free propagator as

G−1
0 (k) =

[
1(iωn − ξk) + σ3δϵk − σ2Vk 0

0 1(iωn + ξk)− σ3δϵk + σ2Vk

]
, (B.1)

with the Pauli matrices

σ1 =

[
0 1

1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0

0 −1

]
, (B.2)

which satisfy [σi, σj ] = 2iϵijkσk.

Using a unitary transformation U−1
k = U†

k we can change the basis to Ψk → UkΨ̃k and

diagonalize UkG
−1
0 U†

k → G̃−1
0 . Explicitly

Uk =

[
exp(iσ1ϕk) 0

0 exp(−iσ1ϕ−k)

]
=

[
exp(iσ1ϕk) 0

0 exp(iσ1ϕk)

]
, (B.3)

where, see Fig. 4.1, sin(2ϕk) = Vk/Λk and cos(2ϕk) = δϵk/Λk with Λk =
√

(δϵk)2 + V 2
k .

Thus

UkG
−1
0 (k)U†

k =

[
1(iωn − ξk) +Wk 0

0 1(iωn + ξk)−Wk

]
, (B.4)
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B.2 Fluctuations Matrix

where

Wk ≡ exp(iσ1ϕk)(σ3δϵk − σ2Vk) exp(−iσ1ϕk)

= (1 cosϕk + iσ1 sinϕk)(σ3δϵk − σ2Vk)(1 cosϕk − iσ1 sinϕk)

= δϵk(1 cosϕk + iσ1 sinϕk)σ3(1 cosϕk − iσ1 sinϕk)

− Vk(1 cosϕk + iσ1 sinϕk)σ2(1 cosϕk − iσ1 sinϕk)

= δϵk(σ3 cos
2 ϕk − iσ3σ1 cosϕk sinϕk + iσ1σ3 cosϕk sinϕk +

−σ3︷ ︸︸ ︷
σ1σ3σ1 sin

2 ϕk)

− Vk(σ2 cos
2 ϕk − iσ2σ1 cosϕk sinϕk + iσ1σ2 cosϕk sinϕk +

−σ2︷ ︸︸ ︷
σ1σ2σ1 sin

2 ϕk)

= δϵk[σ3(

cos(2ϕk)︷ ︸︸ ︷
cos2 ϕk − sin2 ϕk)− i

2iσ2︷ ︸︸ ︷
(σ3σ1 − σ1σ3)

sin(2ϕk)/2︷ ︸︸ ︷
cosϕk sinϕk]

− Vk[σ2(cos
2 ϕk − sin2 ϕk)− i

−2iσ3︷ ︸︸ ︷
(σ2σ1 − σ1σ2) cosϕk sinϕk]

= δϵk[σ3 cos(2ϕk) + σ2 sin(2ϕk)]− Vk[σ2 cos(2ϕk)− σ3 sin(2ϕk)]

= σ3[δϵk cos(2ϕk) + Vk sin(2ϕk)] + σ2[δϵk sin(2ϕk)− Vk cos(2ϕk)]

= σ3Λk, (B.5)

which results in

G̃−1
0 (k) =


iωn − ξ−k 0 0 0

0 iωn − ξ+k 0 0

0 0 iωn + ξ−k 0

0 0 0 iωn + ξ+k

 , (B.6)

i.e., the inverse of Eq. 4.3.

B.2 Fluctuations Matrix

The original fluctuations matrix one is given by

∆(k′, k) =

[
0 −iσ2∆(k′ − k)

iσ2∆̄(k − k′) 0

]
(B.7)

and in the rotated basis it reads

∆̃(k′, k) ≡ U†
k′
∆(k′, k)Uk

=

[
0 −i∆(k′ − k)Y (k, k′)

i∆̄(k − k′)Y (k, k′) 0

]
, (B.8)
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B.3 Trace of (G0∆)2

where we defined

Y (k, k′) ≡ exp(−iσ1ϕk′)σ2 exp(iσ1ϕk)

= (1 cosϕk′ − iσ1 sinϕk′)σ2(1 cosϕk + iσ1 sinϕk)

= σ2 cosϕk′ cosϕk + iσ2σ1 cosϕk′ sinϕk − iσ1σ2 sinϕk′ cosϕk + σ1σ2σ1 sinϕk′ sinϕk

= σ2(cosϕk′ cosϕk − sinϕk′ sinϕk) + σ3(cosϕk′ sinϕk + sinϕk′ cosϕk)

= σ2 cos(ϕk′ + ϕk) + σ3 sin(ϕk′ + ϕk)

= Y (k′, k). (B.9)

Finally we can reparametrize the momenta indexes to k′ → k + q/2 and k → k − q/2 to arrive in

Eq. 4.5

B.3 Trace of (G0∆)2

The gaussian correction in our effective action is determined by

Tr(G0∆)2 = Tr(G̃0∆̃)2 = Tr[G̃0(k − q)∆̃(k, 2q)G̃0(k + q)∆̃(k,−2q)], (B.10)

with Tr indicating the sum over the 4D Nambu space and internal degrees of freedom. So we have

to compute the follow product

G̃0(k ∓ q)∆̃(k,±2q)

= cos(ϕk+q + ϕk−q)


0 0 0 −G−

k∓q∆±2q

0 0 G+
k∓q∆±2q 0

0 −G−
−k±q∆̄∓2q 0 0

G+
−k±q∆̄∓2q 0 0 0



+ i sin(ϕk+q + ϕk−q)


0 0 −G−

k∓q∆±2q 0

0 0 0 G+
k∓q∆±2q

−G−
−k±q∆̄∓2q 0 0 0

0 G+
−k±q∆̄∓2q 0 0

 (B.11)
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B.3 Trace of (G0∆)2

and the diagonal components of (since these are the only relevant terms in the calculation of the

trace)

G̃0(k − q)∆̃(k, 2q)G̃0(k + q)∆̃(k,−2q)

∝ − cos2(ϕk+q + ϕk−q)×
G−
k−qG

+
−k−q|∆2q|2 0 0 0

0 G+
k−qG

−
−k−q|∆2q|2 0 0

0 0 G−
−k+qG

+
k+q|∆−2q|2 0

0 0 0 G+
−k+qG

−
k+q|∆−2q|2


− sin2(ϕk+q + ϕk−q)×
G−
k−qG

−
−k−q|∆2q|2 0 0 0

0 G+
k−qG

+
−k−q|∆2q|2 0 0

0 0 G−
−k+qG

−
k+q|∆−2q|2 0

0 0 0 G+
−k+qG

+
k+q|∆−2q|2

 , (B.12)

switching, when necessary, q → −q and taking the trace we arrive at

Tr(G̃0∆̃)2 =− 2

β

∑
k

cos2(ϕk−q + ϕk+q)(G
+
k−qG

−
−k−q +G−

k−qG
+
−k−q)|∆2q|2

− 2

β

∑
k

sin2(ϕk−q + ϕk+q)(G
+
k−qG

+
−k−q +G−

k−qG
−
−k−q)|∆2q|2, (B.13)

that is Eq. 4.11.
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B.4 Interband Matsubara Summation

B.4 Interband Matsubara Summation

Next we need to perform the sum of the fermionic frequencies of the follow structures

1

β

∑
ωn

G±
k−qG

±
−k−q =

1

β

∑
ωn

1

i(ωn − ωm)− ξ±k−q

1

i(−ωn − ωm)− ξ±−k−q

= − 1

β

∑
ωn

1

iωn − iωm − ξ±k−q

1

iωn + iωm + ξ±k+q

= −
∑
Poles

Res

[
1

z − iωm − ξ±k−q

ηF (z)

z + iωm + ξ±k+q

]∣∣∣∣∣
z=Pole

= −
ηF (iωm + ξ±k−q)

iωm + ξ±k−q + iωm + ξ±k+q

−
ηF (−iωm − ξ±k+q)

−iωm − ξ±k+q − iωm − ξ±k−q

= −
ηF (ξ

±
k−q)

2iωm + ξ±k−q + ξ±k+q

+
1− ηF (ξ

±
k+q)

2iωm + ξ±k+q + ξ±k−q

=
1− ηF (ξ

±
k+q)− ηF (ξ

±
k−q)

2iωm + ξ±k+q + ξ±k−q

(B.14)

and bringing these together we obtain Eq. 4.14.
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Appendix C
Interband in the Strong Coupling Regime

In the strong coupling regime we consider the bosonic excitations as perturbations around the

Fermi surface, (ωm, q) ≪ kF, so we can use a gradient expansion in Eq. 4.14. Let us start with

the quasi-particles energies

ξ±k+q = ξk+q ± Λk+q

= ξk ± Λk + qi (∂iξk ± ∂iΛk) +
1

2
qiqj (∂i∂jξk ± ∂i∂jΛk) , (C.1)

so using that ∂i∂jξk = δij/m we get

ξ+k+q + ξ−k−q = 2ξk +
q2

m
+ 2qi∂iΛk, (C.2)

ξ±k+q + ξ±k−q = 2ξ±k +
q2

m
± qiqj∂i∂jΛk; (C.3)

other structures appearing are

cos2 (ϕk−q + ϕk+q) = cos2 (2ϕk + qiqj∂i∂jϕk)

= cos2(2ϕk)− 2 cos(2ϕk) sin(2ϕk)qiqj∂i∂jϕk, (C.4)

sin2 (ϕk−q + ϕk+q) = sin2 (2ϕk + qiqj∂i∂jϕk)

= sin2(2ϕk) + 2 sin(2ϕk) cos(2ϕk)qiqj∂i∂jϕk. (C.5)

Keeping the contributions up to order of ωn and q2, a typical term of Γ−1
q reads

cos2 (ϕk−q + ϕk+q)

2iωm + ξ+k+q + ξ−k−q

=
cos2(2ϕk)− 2 cos(2ϕk) sin(2ϕk)qiqj∂i∂jϕk

2iωm + 2ξk + q2/m+ 2qi∂iΛk

=
cos2(2ϕk)

2ξk
[1− 2 tan(2ϕk)qiqj∂i∂jϕk]

[
1−

(
iωm + qi∂iΛk +

q2

2m

)
1

ξk
+

(
qi∂iΛk

ξk

)2
]

=
cos2(2ϕk)

2ξk

[
1−

(
iωm + qi∂iΛk +

q2

2m

)
1

ξk
+ qiqj

(
∂jΛk∂iΛk

ξ2k
− 2 tan(2ϕk)∂i∂jϕk

)]
, (C.6)

74



Appendix C. Interband in the Strong Coupling Regime

when adding both cosines coefficients the linear terms in qi cancel one another out

cos2 (ϕk−q + ϕk+q)

2iωm + ξ+k+q + ξ−k−q

+
cos2 (ϕk−q + ϕk+q)

2iωm + ξ+k−q + ξ−k+q

=
cos2(2ϕk)

ξk

[
1−

(
iωm +

q2

2m

)
1

ξk
+ qiqj

(
∂jΛk∂iΛk

ξ2k
− 2 tan(2ϕk)∂i∂jϕk

)]
, (C.7)

and the sines coefficients are

sin2(ϕk−q + ϕk+q)

2iωm + ξ±k+q + ξ±k−q

=
sin2(2ϕk) + 2 sin(2ϕk) cos(2ϕk)qiqj∂i∂jϕk

2iωm + 2ξ±k + q2/m± qiqj∂i∂jΛk

=
sin2(2ϕk)

2ξ±k
[1 + 2 cot(2ϕk)qiqj∂i∂jϕk]

[
1−

(
2iωm ± qiqj∂i∂jΛk +

q2

m

)
1

2ξ±k

]

=
sin2(2ϕk)

2ξ±k

[
1−

(
iωm +

q2

2m

)
1

ξ±k
+ qiqj

(
2 cot(2ϕk)∂i∂jϕk ∓

∂i∂jΛk

2ξ±k

)]
. (C.8)

Gathering all terms together the vertex function reads (for convenience we labeled q → 2q)

Γ−1
2q =

2

g1
−
∑
k

Ik +

(
iωm +

q2

2m

)∑
k

Jk

− qiqj
∑
k

sin(2ϕk) cos(2ϕk)

(
1

ξ+k
+

1

ξ−k
− 2

ξk

)
∂i∂jϕk

− qiqj
∑
k

[
cos2(2ϕk)

ξ3k
∂jΛk∂iΛk +

sin2(2ϕk)

4

(
1

ξ−k
2
− 1

ξ+k
2

)
∂i∂jΛk

]
, (C.9)

where we defined

Ik ≡
cos2(2ϕk)

ξk
+

sin2(2ϕk)

2

(
1

ξ+k
+

1

ξ−k

)
, (C.10)

Jk ≡
cos2(2ϕk)

ξ2k
+

sin2(2ϕk)

2

(
1

ξ+k
2
+

1

ξ−k
2

)
. (C.11)

Next we calculate the expressions

1

ξ+k
+

1

ξ−k
=

1

ξk + Λk
+

1

ξk − Λk
=

2ξk
ξ2k − Λ2

k

, (C.12)

1

ξ+k
+

1

ξ−k
− 2

ξk
=

2ξk
ξ2k − Λ2

k

− 2

ξk
=

2Λ2
k

ξk(ξ
2
k − Λ2

k)
, (C.13)

1

ξ+k
2
+

1

ξ−k
2
=

1

(ξk + Λk)2
+

1

(ξk − Λk)2
= 2

ξ2k + Λ2
k

(ξ2k − Λ2
k)

2
, (C.14)

1

ξ−k
2
− 1

ξ+k
2
=

1

(ξk − Λk)2
− 1

(ξk + Λk)2
=

4ξkΛk

(ξ2k − Λ2
k)

2
, (C.15)
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Appendix C. Interband in the Strong Coupling Regime

so that

Ik =
cos2(2ϕk)

ξk
+
ξk sin

2(2ϕk)

ξ2k − Λ2
k

=
(ξ2k − Λ2

k) cos
2(2ϕk) + ξ2k sin

2(2ϕk)

ξk(ξ
2
k − Λ2

k)

=
ξ2k − Λ2

k + V 2
k

ξk(ξ
2
k − Λ2

k)

=
1

ξk

(
1 +

V 2
k

ξ2k − Λ2
k

)
(C.16)

and

Jk =
cos2(2ϕk)

ξ2k
+ sin2(2ϕk)

ξ2k + Λ2
k

(ξ2k − Λ2
k)

2

=
(ξ2k − Λ2

k)
2 cos2(2ϕk) + ξ2k(ξ

2
k + Λ2

k) sin
2(2ϕk)

ξ2k(ξ
2
k − Λ2

k)
2

=
ξ4k + ξ2kΛ

2
k

[
sin2(2ϕk)− 2 cos2(2ϕk)

]
+ Λ4

k cos
2(2ϕk)

ξ2k(ξ
2
k − Λ2

k)
2

=
ξ4k + ξ2k(3V

2
k − 2Λ2

k) + Λ4
k − Λ2

kV
2
k

ξ2k(ξ
2
k − Λ2

k)
2

=
ξ2k(ξ

2
k − Λ2

k) + V 2
k (ξ

2
k − Λ2

k) + Λ2
k(Λ

2
k − ξ2k)

ξ2k(ξ
2
k − Λ2

k)
2

+
2V 2

k

(ξ2k − Λ2
k)

2

=
1

ξ2k
+

1

ξ2k

V 2
k

ξ2k − Λ2
k

+
2V 2

k

(ξ2k − Λ2
k)

2
, (C.17)

thus, making the substitution given by Eq. 3.31, we can write

Γ−1
2q =− m

2πas
+
∑
k

[
1

ϵk
− 1

ξk

(
1 +

V 2
k

ξ2k − Λ2
k

)]

+

(
iωm +

q2

2m

)∑
k

[
1

ξ2k

(
1 +

V 2
k

ξ2k − Λ2
k

)
+

2V 2
k

(ξ2k − Λ2
k)

2

]

− qiqj
∑
k

[
δϵk
ξk

Vk
ξ2k − Λ2

k

∂i∂j(2ϕk) +
1

ξ3k

(δϵk)
2

Λ2
k

∂jΛk∂iΛk +
ξk
Λk

V 2
k

(ξ2k − Λ2
k)

2
∂i∂jΛk

]
︸ ︷︷ ︸

K(q)

. (C.18)

In the first two lines of Eq. C.18 we already have the expressions for Γ−1
0 and J(α) presented in

the main text. To calculate K(q) we must compute the derivatives it contains. Let us stat with

∂iΛk =
δϵk∂iδϵk + Vk∂iVk

Λk
, (C.19)
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Appendix C. Interband in the Strong Coupling Regime

so

∂iΛk∂jΛk =
(δϵk)

2∂iδϵk∂jδϵk + δϵkVk (∂iδϵk∂jVk + ∂jδϵk∂iVk) + V 2
k ∂iVk∂jVk

Λ2
k

, (C.20)

the second derivative of Λk is

∂i∂jΛk =
∂iδϵk∂jδϵk + δϵk∂i∂jδϵk + ∂iVk∂jVk + Vk∂i∂jVk − ∂iΛk∂jΛk

Λk
; (C.21)

the derivatives of ϕk can be calculated by observing that 2ϕk = arctan(Vk/δϵk) then

∂i(2ϕk) =
δϵk∂iVk − Vk∂iδϵk

Λ2
k

(C.22)

and

∂j∂i(2ϕk) =
∂jδϵk∂iVk + δϵk∂j∂iVk − ∂jVk∂iδϵk − Vk∂j∂iδϵk

Λ2
k

− 2
(δϵk∂jδϵk + Vk∂jVk)(δϵk∂iVk − Vk∂iδϵk)

Λ4
k

=
∂jδϵk∂iVk + δϵk∂j∂iVk − ∂jVk∂iδϵk − Vk∂j∂iδϵk

Λ2
k

− 2
(δϵk)

2∂jδϵk∂iVk + δϵkVk(∂jVk∂iVk − ∂jδϵk∂iδϵk)− V 2
k ∂jVk∂iδϵk

Λ4
k

. (C.23)

Multiplying the above expressions by qjqi, summing over i and j and using ∂iϵk = ki/m, ∂j∂iϵk =

δij/m together with the linearity of the hybridization, ∂iVk = vi and ∂j∂iVk = 0, we arrive at

∑
i,j

qiqj∂iΛk∂jΛk =
(δϵk)

2(δk · q/m)2 + 2δϵkVk(δk · q/m)Vq + V 2
k V

2
q

Λ2
k

, (C.24)

∑
i,j

qiqj∂i∂jΛk =
(δk · q/m)2 + 2δϵkδϵq + V 2

q

Λk
− [δϵk(δk · q/m) + VkVq]

2

Λ3
k

=
2δϵkδϵq

Λk
+
V 2
k (δk · q/m)2 − 2δϵkVk(δk · q/m)Vq + (δϵk)

2V 2
q

Λ3
k

, (C.25)

∑
i,j

qiqj∂i∂j(2ϕk) = −2Vkδϵq
Λ2
k

− 2
[(δϵk)

2 − V 2
k ](δk · q/m)Vq + δϵkVk [V

2
q − (δk · q/m)2]

Λ4
k

. (C.26)

From these equations is easy to see that the power series expansion in qiqj appears in four struc-

tures, namely q2, (k · q)2, V 2
q and Vq(k · q).
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So evidencing each of the q functions K(q) becomes

K(q) = −2
∑
k

δϵk
ξk

Vk
ξ2k − Λ2

k

[
Vkδϵq
Λ2
k

+
[(δϵk)

2 − V 2
k ](δk · q/m)Vq + δϵkVk [V

2
q − (δk · q/m)2]

Λ4
k

]

+
∑
k

1

ξ3k

(δϵk)
2

Λ2
k

(δϵk)
2(δk · q/m)2 + 2δϵkVk(δk · q/m)Vq + V 2

k V
2
q

Λ2
k

+
∑
k

ξk
Λk

V 2
k

(ξ2k − Λ2
k)

2

[
2δϵkδϵq

Λk
+
V 2
k (δk · q/m)2 − 2δϵkVk(δk · q/m)Vq + (δϵk)

2V 2
q

Λ3
k

]

=
δq2

m

∑
k

[
− δϵk
ξkΛ

2
k

V 2
k

ξ2k − Λ2
k

+
δϵkξk
Λ2
k

V 2
k

(ξ2k − Λ2
k)

2

]

+
∑
k

(
δk · q
m

)2 [
2
δϵk
ξk

Vk
ξ2k − Λ2

k

δϵkVk
Λ4

+
1

ξ3k

(δϵk)
2

Λ2
k

(δϵk)
2

Λ2
k

+
ξk
Λk

V 2
k

(ξ2k − Λ2
k)

2

V 2
k

Λ3
k

]

+ 2Vq
∑
k

δk · q
m

[
−δϵk
ξk

Vk
ξ2k − Λ2

k

(δϵk)
2 − V 2

k

Λ4
k

+
1

ξ3k

(δϵk)
2

Λ2
k

δϵkVk
Λ2
k

− ξk
Λk

V 2
k

(ξ2k − Λ2
k)

2

δϵkVk
Λ3
k

]

+ V 2
q

∑
k

[
−2

δϵk
ξk

Vk
ξ2k − Λ2

k

δϵkVk
Λ4

+
1

ξ3k

(δϵk)
2

Λ2
k

V 2
k

Λ2
k

+
ξk
Λk

V 2
k

(ξ2k − Λ2
k)

2

(δϵk)
2

Λ3
k

]

=
δq2

m

∑
k

V 2
k

Λ2
k

δϵk
ξk

−ξ2k + Λ2
k + ξ2k

(ξ2k − Λ2
k)

2

+
∑
k

(
δk · q
m

)2 1

ξ3k

1

Λ4
k

2(δϵk)
2V 2

k ξ
2
k(ξ

2
k − Λ2

k) + (δϵk)
4(ξ2k − Λ2

k)
2 + V 4

k ξ
4
k

(ξ2k − Λ2
k)

2

+ 2Vq
∑
k

δk · q
m

δϵk
ξ3k

Vk
Λ4
k

(ξ2k − Λ2
k)[V

2
k − (δϵk)

2]ξ2k + (δϵk)
2(ξ2k − Λ2

k)
2 − V 2

k ξ
4
k

(ξ2k − Λ2
k)

2

+ V 2
q

∑
k

V 2
k

Λ4
k

(δϵk)
2

ξ3k

(ξ2k − Λ2
k)

2 − 2ξ2k(ξ
2
k − Λ2

k) + ξ4k
(ξ2k − Λ2

k)
2

=
δq2

m

∑
k

δϵk
ξk

V 2
k

(ξ2k − Λ2
k)

2
+
∑
k

(
δk · q
m

)2 1

ξ3k

(
1 +

V 2
k

ξ2k − Λ2
k

)2

− Vq
∑
k

2δk · q
m

δϵk
ξ3k

Vk
ξ2k − Λ2

k

(
1 +

V 2
k

ξ2k − Λ2
k

)
+ V 2

q

∑
k

(δϵk)
2

ξ3k

V 2
k

(ξ2k − Λ2
k)

2

=
δq2

m

∑
k

δϵk
ξk

V 2
k

(ξ2k − Λ2
k)

2
+
∑
k

1

ξ3k

[(
δk · q
m

)(
1 +

V 2
k

ξ2k − Λ2
k

)
− δϵkVkVq
ξ2k − Λ2

k

]2
. (C.27)

Finally regrouping all the terms and returning with the original definition of imaginary Vk we

arrive at the vertex function given by Eq. 4.15.
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C.1 Evaluation of Γ−1
0

C.1 Evaluation of Γ−1
0

The binding energy EB or equivalently the critical chemical potential µc = EB/2 are defined

through the zeroth order vertex function, namely (here we assume µ = |µ|/ϵF and k2 = k2 + k2z)

Γ−1
0 = − m

2πas
+
∑
k

(
1

ϵk
− 1

ξk

)
−
∑
k

Θk

ξk

=
1

ϵF

(
kF
2π

)3

︸ ︷︷ ︸
ν0
2π

[
− 2π2

kFas
+ 4π

∫ ∞

0
dk

(
1− k2

k2 + µ

)
︸ ︷︷ ︸

π
√
µ

2

−
∫

d3k

k2 + µ

2α2k2z
(k2 + µ)2 − δ2k4 − 2α2k2z

]

= πν0

[
− 1

kFas
+
√
µ− 2

π

∫ ∞

0

∫ ∞

0

k dk dkz

k2 + µ

2α2k2z
(k2 + µ)2 − δ2k4 − 2α2k2z

]
, (C.28)

defining x ≡ k/
√
µ and y ≡ kz/

√
µ

Γ−1
0 = πν0

[
− 1

kFas
+
√
µ− 2

π

√
µ

∫ ∞

0

∫ ∞

0

x dx dy

x2 + y2 + 1

(2α2/µ)y2

(x2 + y2 + 1)2 − δ2(x2 + y2)2 − (2α2/µ)y2

]
.

(C.29)

In the BEC limit the condition ξ−k > 0 is always valid so we may use a power series expansion

(2α2/µ)y2

(x2 + y2 + 1)2 − δ2(x2 + y2)2 − (2α2/µ)y2
=

∞∑
n=1

[
(2α2/µ)y2

(x2 + y2 + 1)2 − δ2(x2 + y2)2

]n
(C.30)

thus

Γ−1
0 = πν0

[
− 1

kFas
+
√
µ−√

µ
∞∑
n=1

Cn(δ)

(
2α2

µ

)n]
, (C.31)

with

Cn(δ) ≡
2

π

∫ ∞

0

∫ ∞

0

x dx dy

x2 + y2 + 1

y2n

[(x2 + y2 + 1)2 − δ2(x2 + y2)2]n
. (C.32)

arriving at Eq. 4.29. A comparison between the first four orders of Cn is presented in Fig. C.1.
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Figure C.1: Coefficients values (defined in Eq. 4.30) for the first four orders. To compare C1(0.9) ≃ 0.39, C2(0.9) ≃
0.037, C3(0.9) ≃ 0.0067 and C4(0.9) ≃ 0.0016.
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Appendix D
Intraband Fluctuations

The calculation of the intraband fluctuations follow the same lines as the interband case. We

can identify the interaction term as

∆(q) =


0 0 ∆q 0

0 0 0 0

∆̄−q 0 0 0

0 0 0 0

 =
1

2

[
0 (12 + σ3)∆q

(12 + σ3)∆̄−q 0

]
(D.1)

with the unitary transformation

Uk =

[
exp(iσ1ϕk) 0

0 exp(iσ1ϕk)

]
(D.2)

so that

∆̃(k, 2q) ≡ U†
k+q∆(2q)Uk−q =

1

2

[
0 ∆qW2q

∆̄−qW2q 0

]
(D.3)

where we defined

W2q ≡ exp(−iσ1ϕk+q)(12 + σ3) exp(iσ1ϕk−q); (D.4)

knowing that (from the interband section)

exp(−iσ1ϕk+q)σ3 exp(iσ1ϕk−q) = σ3 cos(ϕk+q + ϕk−q)− σ2 sin(ϕk+q + ϕk−q) (D.5)

and

exp(−iσ1ϕk+q)12 exp(iσ1ϕk−q) = 12 cos(ϕk+q − ϕk−q)− iσ1 sin(ϕk+q − ϕk−q) (D.6)

we get

W2q =

[
C+
q −iS−

q

−iS+
q C−

q

]
, (D.7)
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Appendix D. Intraband Fluctuations

where

S±
q ≡ sin(ϕk+q − ϕk−q)± sin(ϕk+q + ϕk−q), (D.8)

C±
q ≡ cos(ϕk+q − ϕk−q)± cos(ϕk+q + ϕk−q) (D.9)

Recalling the rotated free propagator

G̃0(k) =


G−
k 0 0 0

0 G+
k 0 0

0 0 −G−
−k 0

0 0 0 −G+
−k

 , (D.10)

the product then holds

G̃0(k − q)∆̃(k, 2q) =
1

2

[
0 ∆qYk−q

−∆̄−qY−k+q 0

]
(D.11)

with

Y±(k−q) =

[
G−

±(k−q)C
+
q −iG−

±(k−q)S
−
q

−iG+
±(k−q)S

+
q G+

±(k−q)C
−
q

]
, (D.12)

so that tr(G0∆)2 = tr[G̃0(k − q)∆̃(k, 2q)G̃0(k + q)∆̃(k,−2q)] becomes

tr(G0∆)2 =
1

4
tr

[
−|∆q|2tr(Yk−qY−k−q) 0

0 −|∆−q|2tr(Y−k+qYk+q)

]
(D.13)

with

tr[Y±(k−q)Y∓(k+q)] = G−
±(k−q)G

−
∓(k+q)(C

+
q )2 +G+

±(k−q)G
+
∓(k+q)(C

−
q )2

+G−
±(k−q)G

+
∓(k+q)(S

−
q )

2 +G+
±(k−q)G

−
∓(k+q)(S

+
q )

2 (D.14)

thus we may write∑
k,q

tr(G0∆)2 = − 1

2β

∑
k,q

[
G−
k−qG

−
−k−q(C

+
q )2 +G+

k−qG
+
−k−q(C

−
q )2
]
|∆2q|2

− 1

2β

∑
k,q

[
G−
k−qG

+
−k−q(S

−
q )

2 +G+
k−qG

−
−k−q(S

+
q )

2
]
|∆2q|2. (D.15)

Recalling the odd frequencies sum

1

β

∑
ωn

G±
k−qG

±
−k−q =

1− ηF (ξ
±
k−q)− ηF (ξ

±
k+q)

2iωm + ξ±k−q + ξ±k+q

, (D.16)

we can write the second order action as

S(2)[∆] =
∑
q

[
|∆q|2

g2
+

1

2
tr(G0∆)2

]
≡
∑
q

Γ−1
q |∆q|2, (D.17)

where the intraband vertex function is given by

Γ−1
2q =

1

g2
− 1

4

∑
k

[
1− ηF (ξ

−
k−q)− ηF (ξ

−
k+q)

2iωm + ξ−k−q + ξ−k+q

(C+
q )2 +

1− ηF (ξ
+
k−q)− ηF (ξ

+
k+q)

2iωm + ξ+k−q + ξ+k+q

(C−
q )2

]

− 1

4

∑
k

[
1− ηF (ξ

−
k−q)− ηF (ξ

+
k+q)

2iωm + ξ−k−q + ξ+k+q

(S−
q )

2 +
1− ηF (ξ

+
k−q)− ηF (ξ

−
k+q)

2iωm + ξ+k−q + ξ−k+q

(S+
q )

2

]
. (D.18)
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D.1 Strong Coupling Limit Expansions

Performing a power series expansion for (ωm, q) ≪ kF up to quadratic order results in

cos(ϕk+q − ϕk−q) = cos(2qi∂iϕk) = 1− 2qiqj∂iϕk∂jϕk, (D.19)

cos(ϕk+q + ϕk−q) = cos(2ϕk + qiqj∂i∂jϕk) = cos(2ϕk)− sin(2ϕk)qiqj∂i∂jϕk, (D.20)

so that

(C+
q )2 = [1 + cos(2ϕk)− qiqj(2∂iϕk∂jϕk + sin(2ϕk)∂i∂jϕk)]

2

= [1 + cos(2ϕk)]
2 − 2qiqj [1 + cos(2ϕk)](2∂iϕk∂jϕk + sin(2ϕk)∂i∂jϕk) (D.21)

and

(C−
q )2 = [1− cos(2ϕk)− qiqj(2∂iϕk∂jϕk − sin(2ϕk)∂i∂jϕk)]

2

= [1− cos(2ϕk)]
2 − 2qiqj [1− cos(2ϕk)](2∂iϕk∂jϕk − sin(2ϕk)∂i∂jϕk). (D.22)

The other terms are

sin(ϕk+q − ϕk−q) = sin(2qi∂iϕk) = 2qi∂iϕk, (D.23)

sin(ϕk+q + ϕk−q) = sin(2ϕk + qiqj∂i∂jϕk) = sin(2ϕk) + cos(2ϕk)qiqj∂i∂jϕk, (D.24)

so

(S+
q )

2 = [2qi∂iϕk + sin(2ϕk) + cos(2ϕk)qiqj∂i∂jϕk]
2

= [2qi∂iϕk + sin(2ϕk)]
2 + 2qiqj sin(2ϕk) cos(2ϕk)∂i∂jϕk

= sin2(2ϕk) + 4qi∂iϕk sin(2ϕk) + 2qiqj [2∂iϕk∂jϕk + sin(2ϕk) cos(2ϕk)∂i∂jϕk] (D.25)

and

(S−
q )

2 = [2qi∂iϕk − sin(2ϕk)− cos(2ϕk)qiqj∂i∂jϕk]
2

= [2qi∂iϕk − sin(2ϕk)]
2 + 2qiqj sin(2ϕk) cos(2ϕk)∂i∂jϕk

= sin2(2ϕk)− 4qi∂iϕk sin(2ϕk) + 2qiqj [2∂iϕk∂jϕk + sin(2ϕk) cos(2ϕk)∂i∂jϕk] . (D.26)

Expanding the denominators

1

2iωm + ξ±k+q + ξ±k−q

=
1

2ξ±k

(
1−

2iωm + q2

m ± qiqj∂i∂jΛk

2ξ±k

)
,

1

2iωm + ξ+k+q + ξ−k−q

=
1

2ξk

(
1−

iωm + q2

2m + qi∂iΛk

ξk
+
qiqj∂iΛk∂jΛk

ξ2k

)
,

1

2iωm + ξ−k+q + ξ+k−q

=
1

2ξk

(
1−

iωm + q2

2m − qi∂iΛk

ξk
+
qiqj∂iΛk∂jΛk

ξ2k

)
. (D.27)
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Dismissing the Fermi distributions we have

(C+
q )2

2iωm + ξ−k−q + ξ−k+q

= −[1 + cos(2ϕk)]
2 2iωm + q2

m − qiqj∂i∂jΛk

(2ξ−k )
2

+
[1 + cos(2ϕk)]

2 − 2qiqj [1 + cos(2ϕk)](2∂iϕk∂jϕk + sin(2ϕk)∂i∂jϕk)

2ξ−k
,

(D.28)

(C−
q )2

2iωm + ξ+k−q + ξ+k+q

= −[1− cos(2ϕk)]
2 2iωm + q2

m + qiqj∂i∂jΛk

(2ξ+k )
2

+
[1− cos(2ϕk)]

2 − 2qiqj [1− cos(2ϕk)](2∂iϕk∂jϕk − sin(2ϕk)∂i∂jϕk)

2ξ+k
,

(D.29)

(S−
q )

2

2iωm + ξ−k−q + ξ+k+q

= −sin2(2ϕk)

2ξk

(
iωm + q2

2m − qi∂iΛk

ξk
− qiqj∂iΛk∂jΛk

ξ2k

)

+
sin2(2ϕk)− 4qi∂iϕk sin(2ϕk) + 2qiqj [2∂iϕk∂jϕk + sin(2ϕk) cos(2ϕk)∂i∂jϕk]

2ξk

− 2 sin(2ϕk)

ξ2k
qiqj∂iϕk∂jΛk, (D.30)

(S+
q )

2

2iωm + ξ+k−q + ξ−k+q

= −sin2(2ϕk)

2ξk

(
iωm + q2

2m + qi∂iΛk

ξk
− qiqj∂iΛk∂jΛk

ξ2k

)

+
sin2(2ϕk) + 4qi∂iϕk sin(2ϕk) + 2qiqj [2∂iϕk∂jϕk + sin(2ϕk) cos(2ϕk)∂i∂jϕk]

2ξk

− 2 sin(2ϕk)

ξ2k
qiqj∂iϕk∂jΛk, (D.31)

and the linear term vanishes in the sum

(S−
q )

2

2iωm + ξ−k−q + ξ+k+q

+
(S+

q )
2

2iωm + ξ+k−q + ξ−k+q

=
sin2(2ϕk)

ξk

(
1−

iωm + q2

2m

ξk

)

+
2qiqj sin(2ϕk) cos(2ϕk)∂i∂jϕk

ξk
+

1

ξk

[
2qi∂iϕk −

qi sin(2ϕk)∂iΛk

ξk

]2
(D.32)
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D.1.1 Intraband Vertex Function

Thus the order zero term of the vertex function is

Γ−1
0 =

1

g2
− 1

4

∑
k

[
[1 + cos(2ϕk)]

2

2ξ−k
+

[1− cos(2ϕk)]
2

2ξ+k
+

sin2(2ϕk)

ξk

]

=
1

g2
− 1

4

∑
k

[
1

2

ξ+k [1 + 2 cos(2ϕk) + cos2(2ϕk)] + ξ−k [1− 2 cos(2ϕk) + cos2(2ϕk)]

ξ−k ξ
+
k

+
sin2(2ϕk)

ξk

]

=
1

g2
− 1

4

∑
k

[
1

2

2ξk[1 + cos2(2ϕk)] + 4Λk cos(2ϕk)

ξ2k − Λ2
k

+
sin2(2ϕk)

ξk

]

=
1

g2
− 1

4

∑
k

[
2δϵk

ξ2k − Λ2
k

+
ξ2k [1 + cos2(2ϕk)] + (ξ2k − Λ2

k) sin
2(2ϕk)

ξk(ξ
2
k − Λ2

k)

]

=
1

g2
− 1

4

∑
k

[
ξk + 2δϵk
ξ2k − Λ2

k

+
1

ξk

ξ2k − V 2
k

ξ2k − Λ2
k

]

=
1

g2
− 1

4

∑
k

1

ξk

[
1 +

(ξk + δϵk)
2

ξ2k − Λ2
k

]
, (D.33)

with g−1
2 = −mA/(4πas) +

∑
k[2(1− δ)ϵk]

−1.

The propagator term is Γ−1
(2q)2

= (q2/m+ 2iωm)
∑

k Jk, where

−Jk = − [1 + cos(2ϕk)]
2

(2ξ−k )
2

− [1− cos(2ϕk)]
2

(2ξ+k )
2

− sin2(2ϕk)

2ξ2k

= −1

4

ξ+2
k [1 + 2 cos(2ϕk) + cos2(2ϕk)] + ξ−2

k [1− 2 cos(2ϕk) + cos2(2ϕk)]

(ξ−k ξ
+
k )

2
− sin2(2ϕk)

2ξ2k

= −1

4

(ξ+2
k + ξ−2

k )[1 + cos2(2ϕk)] + 2(ξ+2
k − ξ−2

k ) cos(2ϕk)

(ξ−k ξ
+
k )

2
− sin2(2ϕk)

2ξ2k

= −1

4

2(ξ2k + Λ2
k)[1 + cos2(2ϕk)] + 8(ξkΛk) cos(2ϕk)

(ξ2k − Λ2
k)

2
− sin2(2ϕk)

2ξ2k

= − 2ξkδϵk
(ξ2k − Λ2

k)
2
− 1

2

ξ2k(ξ
2
k + Λ2

k)[1 + cos2(2ϕk)] + (ξ4k − 2ξ2kΛ
2
k + Λ4

k) sin
2(2ϕk)

ξ2k(ξ
2
k − Λ2

k)
2

= − 2ξkδϵk
(ξ2k − Λ2

k)
2
− 1

2

ξ2k
(ξ2k − Λ2

k)
2
− 1

2

ξ2k(ξ
2
k + Λ2

k) + ξ2kΛ
2
k cos

2(2ϕk) + Λ2
k(−2ξ2k + Λ2

k) sin
2(2ϕk)

ξ2k(ξ
2
k − Λ2

k)
2

= − 2ξkδϵk
(ξ2k − Λ2

k)
2
− 1

2

ξ2k
(ξ2k − Λ2

k)
2
− 1

2

ξ2k(ξ
2
k + Λ2

k) + ξ2k(δϵk)
2 + V 2

k (−2ξ2k + Λ2
k)

ξ2k(ξ
2
k − Λ2

k)
2

= − 2ξkδϵk
(ξ2k − Λ2

k)
2
− 1

2

ξ2k
(ξ2k − Λ2

k)
2
− 1

2

ξ2k + 2(δϵk)
2 − V 2

k

(ξ2k − Λ2
k)

2
− 1

2

V 2
k Λ

2
k

ξ2k(ξ
2
k − Λ2

k)
2

= −(ξk + δϵk)
2

(ξ2k − Λ2
k)

2
− 1

2

V 2
k (Λ

2
k − ξ2k)

ξ2k(ξ
2
k − Λ2

k)
2

= −(ξk + δϵk)
2

(ξ2k − Λ2
k)

2
+

1

2

V 2
k

ξ2k(ξ
2
k − Λ2

k)
. (D.34)

85



D.1 Strong Coupling Limit Expansions

The crossed term is
∑

i,j Γ
−1
4qiqj

=
∑

i,j qiqj
∑

kKk, with

−Kk = −2[1 + cos(2ϕk)](2∂iϕk∂jϕk + sin(2ϕk)∂i∂jϕk)

2ξ−k
+ [1 + cos(2ϕk)]

2∂i∂jΛk

(2ξ−k )
2

− 2[1− cos(2ϕk)](2∂iϕk∂jϕk − sin(2ϕk)∂i∂jϕk)

2ξ+k
− [1− cos(2ϕk)]

2∂i∂jΛk

(2ξ+k )
2

+
2 sin(2ϕk) cos(2ϕk)∂i∂jϕk

ξk
+

1

ξk

[
2∂iϕk −

sin(2ϕk)∂iΛk

ξk

]2
≡ Ak∂iϕk∂jϕk +Bk∂i∂jϕk + Ck∂i∂jΛk +

1

ξ3k

V 2
k

Λ2
k

∂iΛk∂jΛk −
4

ξ2k

Vk
Λk
∂iϕk∂jΛk, (D.35)

where the coefficients are

Ak =
4

ξk
− 2[1 + cos(2ϕk)]

ξ−k
− 2[1− cos(2ϕk)]

ξ+k

=
4

ξk
− 2

ξ+k [1 + cos(2ϕk)] + ξ−k [1− cos(2ϕk)]

ξ−k ξ
+
k

=
4

ξk
− 2

2ξk + 2Λk cos(2ϕk)

ξ2k − Λ2
k

=
4

ξk
− 4

ξk + δϵk
ξ2k − Λ2

k

= − 4

ξk

Λ2
k + ξkδϵk
ξ2k − Λ2

k

; (D.36)

Bk = − [1 + cos(2ϕk)] sin(2ϕk)

ξ−k
+

[1− cos(2ϕk)] sin(2ϕk)

ξ+k
+

2 sin(2ϕk) cos(2ϕk)

ξk

= sin(2ϕk)
ξ−k [1− cos(2ϕk)]− ξ+k [1 + cos(2ϕk)]

ξ−k ξ
+
k

+
2 sin(2ϕk) cos(2ϕk)

ξk

= sin(2ϕk)
−2Λk − 2ξk cos(2ϕk)

ξ2k − Λ2
k

+
2 sin(2ϕk) cos(2ϕk)

ξk

= − 2Vk
ξ2k − Λ2

k

− 2 sin(2ϕk) cos(2ϕk)

ξk(ξ
2
k − Λ2

k)

(
ξ2k − ξ2k + Λ2

k

)
= − 2Vk

ξ2k − Λ2
k

− 2δϵkVk
ξk(ξ

2
k − Λ2

k)

= − 2Vk
ξ2k − Λ2

k

(
1 +

δϵk
ξk

)
= − 2Vk

ξ2k − Λ2
k

ξk + δϵk
ξk

; (D.37)
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Ck =
[1 + cos(2ϕk)]

2

(2ξ−k )
2

− [1− cos(2ϕk)]
2

(2ξ+k )
2

=
ξ+2
k [1 + 2 cos(2ϕk) + cos2(2ϕk)]− ξ−2

k [1− 2 cos(2ϕk) + cos2(2ϕk)]

4(ξ2k − Λ2
k)

2

=
(ξ+2

k − ξ−2
k )[1 + cos2(2ϕk)] + 2(ξ+2

k + ξ−2
k ) cos(2ϕk)

4(ξ2k − Λ2
k)

2

=
4ξkΛk[1 + cos2(2ϕk)] + 4(ξ2k + Λ2

k) cos(2ϕk)

4(ξ2k − Λ2
k)

2

=
ξk[Λ

2
k + (δϵk)

2] + (ξ2k + Λ2
k)δϵk

Λk(ξ
2
k − Λ2

k)
2

=
Λ2
k(ξk + δϵk) + ξkδϵk(ξk + δϵk)

Λk(ξ
2
k − Λ2

k)
2

=
(ξk + δϵk)(Λ

2
k + ξkδϵk)

Λk(ξ
2
k − Λ2

k)
2

. (D.38)

Using that

∑
i,j

qiqj∂iΛk∂jΛk =
(δϵk)

2(δk · q/m)2 + 2δϵkVk(δk · q/m)Vq + V 2
k V

2
q

Λ2
k

, (D.39)

∑
i,j

qiqj∂i∂jΛk =
2δϵkδϵq

Λk
+
V 2
k (δk · q/m)2 − 2δϵkVk(δk · q/m)Vq + (δϵk)

2V 2
q

Λ3
k

, (D.40)

∑
i,j

qiqj∂i(ϕk)∂j(ϕk) =
1

4

(δϵk)
2V 2

q − 2δϵkVqVk(δk · q/m) + V 2
k (δk · q/m)2

Λ4
k

, (D.41)

∑
i,j

qiqj∂i∂j(ϕk) = −Vkδϵq
Λ2
k

−
[(δϵk)

2 − V 2
k ](δk · q/m)Vq + δϵkVk [V

2
q − (δk · q/m)2]

Λ4
k

, (D.42)

∑
i,j

qiqj∂i(Λk)∂j(ϕk) =
1

2

[(δϵk)
2 − V 2

k ](δk · q/m)Vq + δϵkVk[V
2
q − (δk · q/m)2]

Λ3
k

, (D.43)
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we get

−
∑
i,j

Γ−1
4qiqj

= −
∑
k

1

ξk

Λ2
k + ξkδϵk
ξ2k − Λ2

k

(δϵk)
2V 2

q − 2δϵkVqVk(δk · q/m) + V 2
k (δk · q/m)2

Λ4
k

+
∑
k

2Vk
ξ2k − Λ2

k

ξk + δϵk
ξk

[
Vkδϵq
Λ2
k

+
[(δϵk)

2 − V 2
k ](δk · q/m)Vq + δϵkVk [V

2
q − (δk · q/m)2]

Λ4
k

]

+
∑
k

V 2
k

Λ2
kξ

3
k

(δϵk)
2(δk · q/m)2 + 2δϵkVk(δk · q/m)Vq + V 2

k V
2
q

Λ2
k

+
∑
k

(ξk + δϵk)(Λ
2
k + ξkδϵk)

Λk(ξ
2
k − Λ2

k)
2

[
2δϵkδϵq

Λk
+
V 2
k (δk · q/m)2 − 2δϵkVk(δk · q/m)Vq + (δϵk)

2V 2
q

Λ3
k

]

−
∑
k

4Vk
Λkξ

2
k

[(δϵk)
2 − V 2

k ](δk · q/m)Vq + δϵkVk[V
2
q − (δk · q/m)2]

2Λ3
k

≡
∑
k

[
K1(2δϵq) +K2

(
δk · q
m

)2

+K3
2δk · q
m

Vq +K4V
2
q

]
, (D.44)

where

K1 =
Vk

ξ2k − Λ2
k

ξk + δϵk
ξk

Vk
Λ2
k

+
(ξk + δϵk)(Λ

2
k + ξkδϵk)

Λk(ξ
2
k − Λ2

k)
2

δϵk
Λk

=
1

(ξ2k − Λ2
k)

2

ξk + δϵk
ξk

V 2
k (ξ

2
k − Λ2

k) + ξkδϵk(Λ
2
k + ξkδϵk)

Λ2
k

=
1

(ξ2k − Λ2
k)

2

ξk + δϵk
ξk

(ξ2k − V 2
k + ξkδϵk)

=
(ξk + δϵk)

2

(ξ2k − Λ2
k)

2
−

V 2
k

(ξ2k − Λ2
k)

2

ξk + δϵk
ξk

, (D.45)
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K2 =
V 2
k

Λ4
k

[
− 1

ξk

Λ2
k + ξkδϵk + 2δϵk(ξk + δϵk)

ξ2k − Λ2
k

+
(δϵk)

2

ξ3k
+

(ξk + δϵk)(Λ
2
k + ξkδϵk)

(ξ2k − Λ2
k)

2
+

2δϵk
ξ2k

]
=

V 2
k

(ξ2k − Λ2
k)

2

1

ξ3k

[
−ξ2k(ξ2k − Λ2

k)[Λ
2
k + ξkδϵk + 2δϵk(ξk + δϵk)] + (ξ2k − Λ2

k)
2δϵk(2ξk + δϵk)

Λ4
k

+
ξ3k(ξk + δϵk)(Λ

2
k + ξkδϵk)

Λ4
k

]
=

V 2
k

(ξ2k − Λ2
k)

2

1

ξ3k

[
−2ξ2k(ξ

2
k − Λ2

k)δϵk(ξk + δϵk) + (ξ2k − Λ2
k)

2δϵk(2ξk + δϵk)

Λ4
k

+
[ξ3k(ξk + δϵk)− ξ2k(ξ

2
k − Λ2

k)](Λ
2
k + ξkδϵk)

Λ4
k

]
=

V 2
k

(ξ2k − Λ2
k)

2

1

ξ3k

−2ξ2k(ξ
2
k − Λ2

k)δϵk(ξk + δϵk) + (ξ2k − Λ2
k)

2δϵk(2ξk + δϵk) + ξ2k(Λ
2
k + ξkδϵk)

2

Λ4
k

=
V 2
k

(ξ2k − Λ2
k)

2

1

ξ3k

[
Λ4
k[δϵk(2ξk + δϵk) + ξ2k ] + Λ2

k[2ξ
2
kδϵk(ξk + δϵk)− 2ξ2kδϵk(2ξk + δϵk) + 2ξ3kδϵk ]

Λ4
k

+
−2ξ4kδϵk(ξk + δϵk) + ξ4kδϵk(2ξk + δϵk) + ξ4k(δϵk)

2

Λ4
k

]
=

V 2
k

(ξ2k − Λ2
k)

2

(ξk + δϵk)
2

ξ3k
, (D.46)
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K3 =
1

ξk

Λ2
k + ξkδϵk

δϵk(Λ
2
k + ξkδϵk)

Vk
Λ4
k

+
Vk

ξ2k − Λ2
k

ξk + δϵk
ξk

(δϵk)
2 − V 2

k

Λ4
k

+
δϵk
ξ3k

V 3
k

Λ4
k

−
δϵk(ξk + δϵk)(Λ

2
k + ξkδϵk)

(ξ2k − Λ2
k)

2

Vk
Λ4
k

−
(δϵk)

2 − V 2
k

ξ2k

Vk
Λ4
k

=
Vk

(ξ2k − Λ2
k)

2

1

ξ3k

[
(ξ2k − Λ2

k)ξ
2
k [δϵk(Λ

2
k + ξkδϵk) + (ξk + δϵk)((δϵk)

2 − V 2
k )] + δϵkV

2
k (ξ

2
k − Λ2

k)
2

Λ4
k

−
ξ3kδϵk(ξk + δϵk)(Λ

2
k + ξkδϵk) + ξk(ξ

2
k − Λ2

k)
2[(δϵk)

2 − V 2
k ]

Λ4
k

]
=

Vk
(ξ2k − Λ2

k)
2

1

ξ3k

[
Λ4
k[−ξ2kδϵk + δϵkV

2
k − ξk[(δϵk)

2 − V 2
k ]]

Λ4
k

+
Λ2
k[

−ξ2k (ξk+δϵk )Λ
2
k︷ ︸︸ ︷

ξ4kδϵk − ξ3k(δϵk)
2 − ξ2k(−ξk + δϵk)[(δϵk)

2 − V 2
k ]− 2δϵkV

2
k ξ

2
k − ξ3kδϵk(ξk + δϵk)]

Λ4
k

+
ξ5k(δϵk)

2 + ξ4k(ξk + δϵk)[(δϵk)
2 − V 2

k ] + δϵkV
2
k ξ

4
k − ξ4k(δϵk)

2(ξk + δϵk)− ξ5k [(δϵk)
2 − V 2

k ]

Λ4
k

]
=

Vk
(ξ2k − Λ2

k)
2

1

ξ3k

Λ4
k[(ξk + δϵk)V

2
k − ξkδϵk(ξk + δϵk)− ξ2k(ξk + δϵk)]

Λ4
k

=
Vk(ξk + δϵk)

(ξ2k − Λ2
k)

2

V 2
k − ξk(ξk + δϵk)

ξ3k
, (D.47)
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K4 = − 1

ξk

Λ2
k + ξkδϵk
ξ2k − Λ2

k

(δϵk)
2

Λ4
k

+
2V 2

k

ξ2k − Λ2
k

ξk + δϵk
ξk

δϵk
Λ4
k

+
1

ξ3k

V 4
k

Λ4
k

+
(ξk + δϵk)(Λ

2
k + ξkδϵk)

(ξ2k − Λ2
k)

2

(δϵk)
2

Λ4
k

− 2δϵk
ξ2k

V 2
k

Λ4
k

=
1

(ξ2k − Λ2
k)

2

1

ξ3k

[
2V 2

k ξ
2
k(ξ

2
k − Λ2

k)(ξk + δϵk)δϵk + (ξ2k − Λ2
k)

2V 2
k (V

2
k − 2ξkδϵk)

Λ4
k

+
ξ2k(δϵk)

2[ξk(ξk + δϵk)− (ξ2k − Λ2
k)](Λ

2
k + ξkδϵk)

Λ4
k

]
=

1

(ξ2k − Λ2
k)

2

1

ξ3k

[
Λ4
k[V

2
k (V

2
k − 2ξkδϵk) + ξ2k(δϵk)

2]

Λ4
k

+
Λ2
k[

2ξ2kΛ
2
k (ξkδϵk−V

2
k )︷ ︸︸ ︷

−2V 2
k ξ

2
k(ξk + δϵk)δϵk − 2ξ2kV

2
k (V

2
k − 2ξkδϵk) + 2ξ3k(δϵk)

3]

Λ4
k

+

ξ4kΛ
4
k︷ ︸︸ ︷

2V 2
k ξ

4
k(ξk + δϵk)δϵk + ξ4kV

2
k (V

2
k − 2ξkδϵk) + ξ4k(δϵk)

4

Λ4
k

]
=

1

(ξ2k − Λ2
k)

2

V 4
k − 2V 2

k ξkδϵk + ξ2k(δϵk)
2 + 2ξ3kδϵk − 2ξ2kV

2
k + ξ4k

ξ3k

=
1

(ξ2k − Λ2
k)

2

V 4
k − 2V 2

k ξk(ξ + δϵk) + ξ2k(ξk + δϵk)
2

ξ3k

=
1

(ξ2k − Λ2
k)

2

[ξk(ξ + δϵk)− V 2
k ]

2

ξ3k
. (D.48)

Thus ∑
i,j

Γ−1
4qiqj

= −δq
2

m

∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2

−
∑
k

1

ξ3k

1

(ξ2k − Λ2
k)

2

[
Vk(ξk + δϵk)

δk · q
m

+
[
V 2
k − ξk(ξk + δϵk)

]
Vq

]2
. (D.49)

So up to order q2 and ωm we can write the vertex function as Γ−1
2q = Γ−1

0 + Γ−1
(2q)2

+
∑

i,j Γ
−1
4qiqj

.

Recalling that for any scalar function f(k2x, k
2
y, k

2
z) it is valid to write

V 2
q = α2(2 + γ2)ϵF

q2z
2m

, (D.50)

∑
k

f(k2x, k
2
y, k

2
z)(k · q)2 =

∑
k

f(k2x, k
2
y, k

2
z)(q

2
xk

2
x + q2yk

2
y + q2zk

2
z), (D.51)

∑
k

f(k2x, k
2
y, k

2
z)VqVk(k · q) = q2z

∑
k

f(k2x, k
2
y, k

2
z)V

2
k (D.52)
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and so we get

−
∑
i,j

Γ4qiqj =
δq2

m

∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2
+
∑
k

(
δk · q
m

)2 (ξk + δϵk)
2

ξ3k

V 2
k

(ξ2k − Λ2
k)

2

+ Vq
∑
k

Vk
2δk · q
m

ξk + δϵk
ξ3k

V 2
k − ξk(ξk + δϵk)

(ξ2k − Λ2
k)

2
+ V 2

q

∑
k

1

ξ3k

[V 2
k − ξk(ξk + δϵk)]

2

(ξ2k − Λ2
k)

2

=
δq2

m

∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2
+ δ2

∑
k

q2xk
2
x + q2yk

2
y + q2zk

2
z

2m2

(ξk + δϵk)
2

ξ3k

V 2
k

(ξ2k − Λ2
k)

2

+
2δq2z
m

∑
k

V 2
k (ξk + δϵk)

ξ3k

V 2
k − ξk(ξk + δϵk)

(ξ2k − Λ2
k)

2
+ α2(2 + γ2)ϵF

q2z
2m

∑
k

1

ξ3k

[V 2
k − ξk(ξk + δϵk)]

2

(ξ2k − Λ2
k)

2

≡
∑
i,j

Yij
qiqj
m

, (D.53)

where the symmetric tensor Y is

Yxx = δ
∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2
+ δ2

∑
k

k2x
m

V 2
k

(ξ2k − Λ2
k)

2

(ξk + δϵk)
2

ξ3k
, (D.54)

Yyy = δ
∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2
+ δ2

∑
k

k2y
m

V 2
k

(ξ2k − Λ2
k)

2

(ξk + δϵk)
2

ξ3k
, (D.55)

Yzz = δ
∑
k

ξk + δϵk
ξk

ξk(ξk + δϵk)− V 2
k

(ξ2k − Λ2
k)

2
+ δ2

∑
k

k2z
m

V 2
k

(ξ2k − Λ2
k)

2

(ξk + δϵk)
2

ξ3k

+ 2δ
∑
k

V 2
k (ξk + δϵk)

ξ3k

V 2
k − ξk(ξk + δϵk)

(ξ2k − Λ2
k)

2
+
α2(2 + γ2)ϵF

2

∑
k

1

ξ3k

[V 2
k − ξk(ξk + δϵk)]

2

(ξ2k − Λ2
k)

2
, (D.56)

with Yxx = Yyy and the off-diagonal terms zero.

Thus, using qi → qi
2 , the action takes the form

S[∆] =
∑
q

∆̄q

[
Γ−1
0 +

∑
k

Jk

(
q2

4m
+ iωm

)
−
∑
i

Yii
q2i
4m

]
∆q, (D.57)

that also represents a non-interacting bosonic system with effective chemical potential

µeff =
Γ−1
0∑
k Jk

(D.58)

and energy dispersion

ϵq =
∑
ij

(
δij −

Yij∑
k Jk

)
qiqj
4m

, (D.59)

with Jk given by Eq. D.34.
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