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Resumo

Neste trabalho desenvolvemos uma breve introdução à teoria de Informação Quântica
definindo qbits, portas lógicas quânticas e simulações quânticas. Também tratamos da
Ressonância Magnética Nuclear (RMN), e como implementar qbits usando spins nucle-
ares, que são sistemas de dois níveis que satisfazem as condições necessárias para serem
implementados como tais. Em seguida, tratamos do teorema adiabático e a derivação
de atalhos que implementam evoluções adiabáticas sem o vínculo temporal. Vemos que
em sistemas que possuem condição de ressonância, como a RMN, quando nessa condição,
o teorema adiabático não é suficiente para garantir uma evolução adiabática. Por fim,
descrevemos os procedimentos padrões para realizar experimentos em RMN. Também
descrevemos como os experimentos foram feitos para comprovar que esses atalhos, de
fato, implementam evoluções adiabáticas mesmo quando a condição para adiabaticidade
é violada.
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Abstract

In this work, we develop a brief introduction to Quantum Information theory defining
qbits, quantum logic gates and quantum simulations. We also discussed Nuclear Magnetic
Resonance (NMR) and how to implement qubits using nuclear spins, which are two-level
systems that satisfy the necessary conditions to be implemented as such. Moreover,
we talked about the adiabatic theorem and the derivation of shortcuts that implement
adiabatic evolutions without the temporal constraint. We show that in systems with
a resonance condition, such as NMR, when in this condition, the adiabatic theorem is
not sufficient to guarantee an adiabatic evolution. Finally, we described the standard
procedures to perform NMR experiments and how the experiments were done to prove
that, indeed, these shortcuts implement adiabatic evolution even when the adiabatic
condition is violated.
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Chapter 1

Introduction

The idea of a Quantum Computer (QC) was first introduced in the early 1980s [1] [2].
A QC is a computer that operates by the laws of Quantum Mechanics and, its advantage is
the possible optimization of computational problems [3]. What is responsible for the QC
supremacy over classical computation are the intrinsic quantum mechanical phenomena,
such as, entanglement and state superposition. Algorithms were developed for the imple-
mentation in the QC, for example, Shor’s algorithm for quantum discrimination [4], the
Deutsch-Jozsa algorithm for constant/balanced functions [5] and the Grover algorithm for
database search [6]. One of the greatest challenges in quantum computation is its exper-
imental implementation, because quantum states are submitted to decoherence [7] when
not perfectly isolated from the environment. However, some physical systems fulfill the
requirements for the QC implementation. It has been shown that the NMR technique is
suitable for implementing quantum algorithms and unitary quantum evolutions. Indeed,
experiments with over 10 qubits were performed using this technique [8]. What makes
a NMR experiment act like a QC is the possibility of manipulating the quantum states
of nuclear spins. These nuclear spins can be mapped into a two-level system, a qubit.
One of the biggest advantages of quantum computation via NMR is the typical relaxation
times for the nuclear systems. They are large when compared with the times necessary
for the implementation of unitary evolutions. The manipulation of the spin systems is
given by the application of a radio frequency (RF) sequence of pulses and, it is with this
RF sequence that the unitary transformation of the spin system happens [9]. After the
implementation of the spin system dynamics, the readout is equally important. This task
is often done by performing a Quantum State Tomography (QST) in the system [10].

The adiabatic theorem states that, given an initial eigenstate of an Hamiltonian H(t),
the adiabatic evolution will always be given in an eigenstate of this Hamiltonian. Pro-
vided that the evolution varies sufficiently slowly [11], [12], [13]. Therefore, the adiabatic
evolution can be seen as a transition-less evolution. However, implementing this adiabatic
dynamics can be problematic [14]. This is given because the requirement of slow varying
Hamiltonians provide sufficient time for the decoherence effects act on the system. In
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this dissertation, we will work with Shortcuts to Adiabaticity, which is a technique to
perform an adiabatic dynamics without the time constraint. Shortcuts to adiabaticity are
alternative processes that can reproduce the same final state as the adiabatic process in a
finite, shorter time. Then, we are focused on finding a Hamiltonian that implements the
evolution. This shortcuts were first introduced by M.V. Berry in 1987 [15]. They can be
implemented by introducing the concept of a Counter-Adiabatic Hamiltonian, which is a
Hamiltonian that when added to the original H(t) implements an evolution that behaves
like an adiabatic one. Until now we only considered non-transitional evolutions, that
is, evolutions without change in the energy levels. However, generalized non-transitional
evolutions allow us control over the phases that go with the evolutions [16]. This means
that we can build an optimal Hamiltonian, when it comes to energy cost.

Therefore, the scope of this work is to verify experimentally that these shortcuts
actually mimic an adiabatic evolution using the NMR technique to do so. The verification
of the shortcuts using the generalized non-transitional evolution has not been done in the
NMR architecture.

This dissertation is presented as follows, in Chapter 2 there is a review on quantum
information. Defining qubits, quantum gates and how quantum simulations are done.
In addition, an introduction on NMR theory, showing the classical approach and the
quantum approach for the motion of the nuclear spins. Bloch’s equations, which are
a phenomenological description of the bulk magnetization, were introduced. Lastly, a
description of the experimental apparatus and a brief introduction on how to manipulate
nuclear spin with RF pulses.

In Chapter 3, we introduced the adiabatic theorem and the adiabatic condition. More-
over, using Berry’s phase we described a quantum state in the eigenvector basis, where the
control over this state was made by the phases that accompany the evolution. Further,
using the adiabatic evolution operator we found an expression for the Hamiltonian that
mimics the adiabatic evolution and, thus, the counter-adiabatic Hamiltonian. This is the
Hamiltonian that when added to the original H(t) gives the shortcut. At last, we took
the NMR Hamiltonian and found using non-transitional evolutions and generalized non-
transitional evolutions two Hamiltonian, Hop

SA(t) and Had
SA(t), that mimic the adiabatic

evolution given by HNMR(t).
In Chapter 4, the experimental details were explained and the results disclosed. The

spectrometer description, how the calibrations and the relaxation times measurements
were performed. Further, the experimental implementation of the Shortcuts was explained
with the introduction of the modulation of RF pulses, the shaped pulses technique. More-
over, the experimental results were presented.

In Chapter 5, we conclude this dissertation and discuss future implementations of the
techniques used in this work.
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Chapter 2

Quantum information via NMR
systems

In the beginning of the 1980s the scientific community was convinced that simulating
Quantum Mechanics problems was a challenging task. The first difficulty is the exponen-
tially growing amount of computation memory to save a physical quantum state. Besides,
simulating temporal evolution requires a number of operations that also grows exponen-
tially. Therefore, these problems can not always be treated by classical computation. In
1985 Richard Feynman introduced the concept of a quantum computer that could solve
the problem [1]. This machine would have the capacity of containing an exponential
quantity of information without using the same exponential amount of physical resource;
making quantum simulations a natural application.

Over a decade later, in 1996 [17], it was shown that a quantum computer, which is a
well defined qubit set that can be initialized, measured and that quantum gates can be
implemented using it, can act like an universal quantum mechanical simulator. However,
a quantum computer is not always needed to simulate a quantum evolution. For simpler
simulations, simpler quantum devices that imitate the evolution of other quantum systems
can be used. We believe that, in the future, practical quantum simulations may become
a reality before the actual quantum computer.

2.1 Quantum Information

2.1.1 Qubits

Classical computation is built upon the use of bits. In the same way, quantum com-
putation is built upon a physical object called quantum bit or qubit. In spite of being
an actual physical object, a qubit can also be treated as a mathematical object. As a
consequence, a quantum information theory can be built using them [18]. A qubit is a
two level state that also accepts linear combination in its description. Therefore, a qubit
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can be represented as,
|ψ〉 = α |0〉+ β |1〉 , (2.1)

where α and β are complex numbers that hold the normalization property |α|2 + |β|2 = 1.
Also, |0〉 and |1〉 are the computation basis. The state vector can be represented in the
matrix form,

|0〉 =
 1

0

 |1〉 =
 0

1

 .
Hence, Equation (2.1) is a two dimensional vector in a complex state. The states

where |β|2 = 0 or |α|2 = 0, that is, |0〉 and |1〉. Since the measurements are classical, one
can only obtain |0〉 or |1〉 in this representation when measuring a qubit. The eigenvalues
related to the eigenstates |0〉 and |1〉 are 1 and −1, respectively. For example, when a
qubit is in the following superposition state,

|ψ〉 = 1√
2
|0〉+ 1√

2
|1〉 , (2.2)

the probabilities are measuring |0〉 with 50% and |1〉 with 50%. Although one can argue
that infinite information can be stored in one qubit, it is necessary to remember that the
outcome of a measurement is either 1 or −1. This also means that, the measurement
changes the state of the qubit. It can go from a superposition state to a specific state.

Figure 2.1: Illustration of a qubit in the Bloch sphere.

A very important description form of a qubit is its geometrical representation. In this
description, |ψ〉 can be written as

|ψ〉 = cos (θ/2) |0〉+ eiφ sin (θ/2) |1〉 (2.3)

where θ and φ are the angles of spherical coordinates. We know that a state, such as in
Equation (2.1), has the normalization rule |α|2 + |β|2 = 1, which can be related to the
trigonometrical identity sin2 θ + cos2 θ = 1; therefore, the coefficients in Equation (2.3).
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Further, the global phase makes no difference, so we can chose either α or β to be real.
This description, given θ and φ, gives us a defined point in a three dimension sphere, called
the Bloch sphere, illustrated in figure 2.1. This sphere is of unit radius so, in each point
of its surface lies a pure state. Opposite points represent a pair of mutually orthogonal
states. In addition, |0〉(θ = 0) is the north pole and |1〉(θ = π) is the south pole. It
is worth mentioning that this description is limited since there is no generalization for
multiple qubits.

Density Matrix

Another formulation is viable. It is done by using a tool called the density operator
or density matrix. In the state vector formulation, we assume that the state is perfectly
determined, which is not always true. So whenever we are in that case, the information
we hold is incomplete. What is known is that, provided all available states in the system
{|ψ1〉 , |ψ2〉 , ..., |ψn〉}, the target state is in an ensemble of all these available states. In this
ensemble, the states are not necessarily orthogonal and each of them has the probability
given by {p1, p2, ..., pn}, correspondingly. These probabilities satisfy the condition∑n pn =
1. When in this configuration, we have a mixed-state that can be also called a statistical
mixture. Every single state |ψk〉 in the ensemble is a pure-state. Although we cannot
express a mixed-state as a state vector, it is possible to describe it in the density matrix
formulation. It is defined as,

ρ =
∑
k

pk |ψk〉 〈ψk| . (2.4)

The operator ρ is called the density matrix because it has a matrix representation. Given a
basis in a n-dimension Hilbert space {|i〉}, with i = 1, 2, ...n., the density matrix elements
are defined as

ρij = 〈i| ρ |j〉 . (2.5)

Now it will be introduced a few properties that can be defined using this operator. The
mean value of an operator A is,

〈A〉 =
∑
n

pn 〈ψn|A |ψn〉 . (2.6)

The trace of an operator is the sum of its diagonal elements in a orthonormal basis {|ψi〉},
thus,

Tr(A) =
∑
i

〈ψi|A |ψi〉 . (2.7)
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In the density matrix formalism, the mean value of A can be expressed in a different form.
Hence, with the definition we saw in Equation (2.4), we have

Tr(ρA) =
∑
i

〈ψi| ρA |ψi〉

=
∑
k

pk 〈ψk|A |ψk〉 = 〈A〉. (2.8)

Then, from Equation (2.8) we can get a few properties of the trace operation. First, we
can see that it does not depend on the basis {|ψi〉} to calculate the mean value of the
operator A. Second, if we choose A = 1 we get,

Tr(ρ) =
∑
k

pk = 1 (2.9)

which is the reflection that the sum of a complete set of probabilities is unity. This
relation is also connected to the normalization condition where 〈ψ|ψ〉 = 1. Moreover,
when writing ρ in its eigenvector basis, ρ = ∑

k ρk |ψk〉 〈ψk|, we find that

Tr(ρ) =
∑
k

ρk = 1. (2.10)

Therefore, the sum of density matrix eigenvalues is one. The evolution of the density
operator is given by Schrödinger equation. Defining ρ0 = ∑

k pk |ψk(t = 0)〉 〈ψk(t = 0)|, it
is possible to determine ρ’s evolution. The quantum states can be written as,

|ψk(t)〉 = U(t) |ψk(t = 0)〉

〈ψk(t)| = 〈ψk(t = 0)|U †(t),

where U(t) is any unitary operator and we can assume that it is the temporal propagator,

U(t) = e−iHt/~. (2.11)

This expression is valid only for time-independent Hamiltonians. So the density matrix
evolution is,

ρ(t) =
∑
k

pkU(t) |ψk(t = 0)〉 〈ψk(t = 0)|U †(t)

= U(t)
(∑

k

pk |ψk(t = 0)〉 〈ψk(t = 0)|
)
U †(t)

= U(t)ρ0U
†(t). (2.12)

This formulation also has a geometrical representation. In the sphere’s surface lies a pure
state, consequently, it can be written as in Equation (2.3). The corresponding density
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operator is,

ρ(θ, φ) = |ψ(θ, φ)〉 〈ψ(θ, φ)| , (2.13)

and its matrix representation in the {|0〉 , |1〉} basis is,

ρ(θ, φ) =
 cos2(θ/2) sin(θ/2) cos(θ/2)e−iφ

sin(θ/2) cos(θ/2)eiφ sin2(θ/2)

 .
Later in this dissertation it will be discussed the use of spins as qubits.

2.1.2 Quantum Gates

A single bit in classical computation has only one non-trivial logical gate, the NOT
gate. It is defined by its true table,

0 −→ 1

1 −→ 0.

(2.14)

For quantum bits, the theory is more complex. We can define an operator X, correspond-
ing to the NOT gate, that interchanges the states (α |0〉+ β |1〉 −→ α |1〉+ β |0〉). This is
possible due to the unitary behavior of quantum mechanics. So the quantum NOT gate,
X, acts linearly and can be represented in the matrix form as follows,

X =
 0 1

1 0

 .
Therefore, X acting on a quantum state gives us,

X

 α0

α1

 =
 α1

α0

 ,
provided that the normalization condition must hold before and after the gate action. So
the single qubit quantum gates are 2 × 2 matrices and their only requirement is being
unitary, therefore,

XX† = X†X = 1.

Another two non-trivial single quantum gates are the Z gate and the H (Hadamard) gate.
The Z gate changes the |1〉 state phase by π and does not change |0〉. H turns |0〉 and
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|1〉 into an uniform superposition. In the matrix form we have,

Z =
 1 0

0 −1

 .
and

H =
 1 1

1 −1

 .
Considering the Bloch sphere picture, we can interpret these gates as rotations in the
sphere. The Hadamard gate is a π/2 rotation along the y-axis followed by a π rotation
along the x-axis. In fact, an arbitrary single-qubit unitary gate can be constructed as a
product of rotations,

U = eiγ

 e−iα/2 0
0 eiα/2

 cos(β/2) − sin(β/2)
sin(β/2) cos(β/2)

 .
where γ, α and β are real numbers. This decomposition into rotations is what makes
Quantum Information via NMR possible.

2.1.3 Quantum Simulations

Classical computers are not efficient in the matter of quantum simulations. This is due
to the exponential growth of Hilbert space as the number of the particles in the system
increases. A system with n particles with two degrees of freedom, which is the system we
were working with, has 2n dimension. Since this scales exponentially, simulating quantum
evolution becomes impractical for a large number of particles.

A quantum state evolution is described as follows,

|ψ(t)〉 = e−iHt/~ |ψ(t = 0)〉 (2.15)

where H is the system’s Hamiltonian and it is time independent. So the problem is to
go from a continuous system to a discrete system, therefore, the discretization of the
Hamiltonian is necessary. For this, one can use a set of unitary and discrete operations
Uk(∆tk), which is equivalent to the time evolution operator. As a result, the temporal
evolution is described as,

e−iHst/~ =
∏
k

Uk(∆tk), (2.16)

where Hs is the Hamiltonian we wish to simulate. Also, ∑k ∆tk = t where t is the
simulation total time. Simulating Hs can be not only very difficult but also produce

8



unsatisfactory results. The first order approximation is given by,

e−iHst/~ ≈ 1− iHst/~. (2.17)

Now focusing in the Hamiltonian, if the system’s Hamiltonian can be divided into two
parts, Hs = H0 + H1, where H0 acts like the main Hamiltonian and the second as a
perturbation, we can use another approximation. Hence, it can be written as,

H =
∑
k

Hk. (2.18)

In general, [Hk,Hl] 6= 0, as a result,

e−iHt/~ 6=
∏
k

e−iHst/~. (2.19)

This problem can be solved by using the so-called Trotter’s approximation formula for
Hermitian operators,

lim
n→∞

[
e(iAt/n)e(iBt/n)

]n
= e(i[A+B]t). (2.20)

This approximation was used in all simulations made in this work. This is because, in all
the Hamiltonians we wanted to simulated, their parts did not commute with one another.

2.1.4 Comparing Quantum States

In classical computation, being able to compare strings of bits is essential for several
things, such as, noise and signal comprehension analysis. These measurements for com-
parison in classical information theory were brought to quantum information theory in
order to compare two quantum states. The two most common comparison tools for quan-
tum computation are called fidelity and trace distance. In this work, however, we only
used fidelity measurements. Trace distance, as the name implies, has more of a geometri-
cal view, since it gives us the distance between two quantum states. Fidelity, unlike the
trace distance, is a measurement of the difference between two quantum states. Let’s say
a density operator ρ is to be compared with the pure state |ψ〉. Because this pure state
can be written as a density matrix, using the definition we saw in 2.4 (therefore, |ψ〉 〈ψ|),
the comparison between these two is possible. Fidelity measurement can be deduced in a
number of different ways. Using the von Neumann projectors [19],

Pψ = |ψ〉 〈ψ|

Pψ̄ = 1− |ψ〉 〈ψ| (2.21)
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and the trace operation, we have,

Tr (ρPψ) =
∑
i

〈ψi| (ρ|ψ〉〈ψ|) |ψi〉 = 〈ψ| ρ |ψ〉 = F. (2.22)

This equation is also valid for mixed states. The fidelity measurement, given two mixed
states ρ1 and ρ2, have four properties,

• 0 ≤ F ≤ 1;

• F (ρ1, ρ2) = 1 only if ρ1 = ρ2;

• It is symmetrical: F (ρ1, ρ2) = F (ρ2, ρ1);

• It is invariant under unitary transformations of the two states: F (Uρ1U
†, Uρ2U

†) =
F (ρ1, ρ2).

Provided it fulfills the properties above, it can be defined in a number of different ways.
In this work, we used it as the main procedure for comparison of experimental data and
theoretical previsions.

The way used to calculate it was introduced in [20]. In this calculation method, two
density matrices are said orthogonal if the fidelity is equal to zero and if equal to one,
they are identical. It is defined as,

F = | Tr(ρ1ρ2) |√
Tr(ρ1ρ

†
1)Tr(ρ2ρ

†
2)
. (2.23)

This was a brief revision of quantum information theory based on what was used to do
the theoretical simulations and the experiments.

2.2 An introduction to NMR

Magnetic resonance is a phenomenon found in magnetic systems that possess both
magnetic moment and angular momentum. Resonance means that there is a natural
frequency in the magnetic systems that can be tuned in [21]. This phenomenon gives
us information about the process on the atomic level. Inside a nucleus there are several
particles, such as, neutrons and protons. These particle’s spins couple together, and
thus, they make a total magnetic moment µ and a total angular momentum J. They
are purely quantum, so they can only be described using quantum mechanics and they
are responsible for nuclear magnetism. There are several isotopes that have a non-zero
angular and nuclear magnetic moments, such as H1, C13, F 19. In NMR experiments, it
is mainly used H1 (proton) for one qubit experiments and the Chloroform, that contains
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H1 and C13, for two qubits experiments. The magnetic moment and the total angular
momentum are aligned so, we can write,

µ = γJ (2.24)

where γ is called the gyromagnetic ratio. We can define the angular momentum operator
introducing a dimensionless operator I. This definition is as follows,

J = ~I. (2.25)

Accordingly, I2 has eigenvalues I(I + 1) where I is either integer or half-integer. Also, I2

commutes with Ii, where i is the x-y-z components, that means I2 and Iz, for example, are
well defined when measured together. Then, there exists a set of simultaneous eigenvectors
for I2 and Iz. The Iz operator has eigenvalues m, where −I ≤ m ≤ I. When we apply an
external magnetic field B, the interaction energy this system produces is by the amount
of −µ · B. In NMR systems, the external field is set on the z-direction and B0 is the
magnitude of the external magnetic field so, using equations 2.24 and 2.25 we have,

H = −γ~B0Iz. (2.26)

The allowed energies for this Hamiltonian are:

E = −γ~B0m (2.27)

and as we are working with I = 1/2, m = -1/2, 1/2, we have two energy levels. In
order to detect this form of energy configuration, one must have spectral absorption
causing transitions between energy levels, as can be seen in Figure (2.2). To satisfy the

Figure 2.2: Energy split for a 1/2-spin in a magnetic field. The spin gyromagnetic factor
is negative; therefore, the ground state is for m = −1/2.

conservation of energy, we have,

~ω = ∆E (2.28)
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where ω is the angular frequency and ∆E the difference between the first and the second
Zeeman levels. For the purpose of making these transitions viable in a NMR environment,
an alternating magnetic field, which is perpendicular to the static magnetic field H, is a
necessary choice. The result of this alternating magnetic field is a perturbation in H in
the form,

Hpert = −γ~H1Ix cos(ωt) (2.29)

where H1 is the amplitude of the alternating field. Ix has non-zero matrix elements for
m′ = m± 1, telling us that transitions between adjacent levels are allowed.

~ω = ∆E = ~γH0

∴ ω = γH0. (2.30)

We can see that ω does not depend on ~ so, it can be closely related to the classical
picture. Using a classical approximation, one can find a relation of comparison between
µ and J, and therefore, find that γ = e

2mc , where e is the particle charge and m its mass.
So for nuclear systems immersed in a magnetic field of approximately 10 T,

ω ∼ 10MHz. (2.31)

Therefore, ω is in the radio-frequency region.

2.2.1 Spins as Qubits

Quantum particles have, as part of their description, a quantum spin number. The
spin dynamics is given by the laws of quantum mechanics. A spin-n particle has (2n+ 1)
degenerate energy levels. If this particle is immersed in an homogeneous magnetic field,
this degeneracy is broken. In this work, we used the nuclear spins of 13C and 1H, both
having nuclear spin-1/2. Hence, when the degeneracy is broken, they become a two level
system. Indeed, any two-level quantum system can provide an implementation of a qubit.
Therefore, choosing a spin-half in a magnetic field to be the physical system is a rather
convenient choice in the NMR implementation context. In the Iz operator eigenvector
basis the allowed states are |+1/2〉 and |−1/2〉, so we can map them as

|+1/2〉 −→ |0〉

|−1/2〉 −→ |1〉

so the quantum state can be written as,

|ψ〉 = α |+1/2〉+ β |−1/2〉 . (2.32)
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Therefore, we have one qubit of information. It is convenient for this spin-half implemen-
tation the introduction of Pauli operators.

1 = |0〉 〈0|+ |1〉 〈1|

σx = |0〉 〈1|+ |1〉 〈0|

σy = i (|1〉 〈0| − |0〉 〈1|)

σz = |0〉 〈0| − |1〉 〈1| .

These correspond to the identity operator and the components of the angular momentum
in ~/2 units. Also, they hold the following commutation relation,

[σi, σj] = 2iεijkσk (2.33)

This commutation property tells us that the Pauli operators have different eigenvectors,
this being of the most importance in the NMR implementation of qubits. So, the spin
operator is given by,

Ii = ~
2σi. (2.34)

The association of the spin state can be done in real systems such as in a liquid solution
of enriched chloroform, 13CHCl3. This system can be approximated by two coupled spins
I1 and I2 referring to 13C and 1H respectively, thus, two qubits. In this work we used
only one qubit implementation, considering only I2 referred to 1H.

The most basic single bit operations are those that rotate a single spin and can be
represented by

Rφ(θ) = e−iθσn/2 (2.35)

where θ is the rotation angle and n = {x, y}. With Equation (2.35) in hands we can
convert a quantum evolution into rotations and then implement it experimentally in an
NMR equipment.

2.2.2 The Classical Approach

A classical description of a spin in an external magnetic field is the first approach to
understand its motion in this given system. The magnetic field B will produce a torque
of the amount µ × B. If we were in a frictionless environment, a classical magnetic bar
would oscillate around the equilibrium position. Without friction, the oscillations would
die and µ would align with B. If the bar also had angular momentum (in a frictionless
environment), it would act like a gyroscope. With friction, the bar would remain fixed in
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a certain angle but it would precess around it. In a real system, the bearings have friction;
therefore, the bar would eventually align with the magnetic field. This is illustrated in
figure 2.3. The friction corresponds to the relaxation process called T1. The equation of

Figure 2.3: Analogy between angular momentum and a spinning nucleus [22].

motion is, in the laboratory frame, as follows,

dJ
dt

= µ ×B (2.36)

from 2.24,
dµ

dt
= µ× (γB) . (2.37)

As it is described in equation 2.37, the changes in the magnetic moment are always per-
pendicular to µ and B. Solving Equation (2.37) can be very complicated. A more useful
technique can be used: changing the system’s frame into a rotating frame. Considering a
vector F,

F = Fxi + Fyj + Fzk (2.38)

where i, j and, k have fixed lengths but can rotate. Thus,

dF
dt

= δF
δt

+ Ω× F (2.39)

where Ω is a vector field and δF
δt

is the time rate of change the coordinate system i, j, k
in time. If it is equal to zero, then i, j and, k do not change in time. Now going back to
the magnetic moment, we have

dµ

dt
= δµ

δt
+ Ω× µ (2.40)

as saw in Equation (2.37),
µ× (γB) = δµ

δt
+ Ω× µ

14



δµ

δt
= µ× (γB + Ω) . (2.41)

Defining Beff = B + Ω/γ, Equation (2.41) gets its final form:

δµ

δt
= µ× γBeff . (2.42)

It can be seen in this equation that, in the rotating frame, µ has the same quantitative
behavior as in the laboratory frame. Solving 2.42 for B = B0k̂ and Ω = −γB0k̂ we have
δµ
δt

= 0, which means, µ is fixed. In the laboratory frame, one would see a fixed vector µ

and the axes rotating with angular velocity Ω = −γB0k̂ with respect to the laboratory
frame or the opposite way around; fixed axes and a vector µ rotating with a velocity
Ω = −γB0k̂. The quantity γB0 is called the Larmor frequency. This classical precession
frequency Ω is the same frequency needed for the magnetic resonance absorption.

2.2.3 The Quantum Approach

We know that, in Heisenberg’s picture, an operator F that does not depend explicitly
on time can be written as,

dF
dt

= i

~
[H,F]. (2.43)

Bringing this to the NMR system, we have the Hamiltonian given by Equation (2.26).
The angular momentum operator I has a cyclic commutation relation,

[Ix, Iy] = iIz (2.44)

[Iz, Ix] = iIy

[Iy, Iz] = iIx.

With these relations, one can solve the time variation of each component of I using
equation 2.43 and substituting F for the angular operator I.

dIx

dt
= γB0Iy (2.45)

dIy

dt
= −γB0Ix

dIz

dt
= 0, (2.46)

which gives us

dI
dt

= I× γB. (2.47)
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The angular momentum and magnetic moment are parallel (µ = γ~I). Hence, we get the
same equation of motion for the magnetic moment as in equation 2.42 using properties
that are intrinsic to Quantum Mechanics. The only difference is that, in this case, we are
dealing with the expected value of the magnetic moment observable. Therefore,

d 〈µ〉
dt

= 〈µ〉 × γB. (2.48)

Thus, equation 2.48 is the same as equation 2.37, which means, the magnetic moment
obey classical motion. So far we only considered one spin motion. For a group of spins,
their total magnetic moments is

µ =
∑
k

µk. (2.49)

In the physical system, the sample is dissolved so neither the spin nor the magnetic
moments interact with each other. What is measured is the bulk magnetization. Equation
2.48 is also valid for time-dependent magnetic fields.

2.2.4 Bloch Equations

So far, we have only dealt with the magnetic moment. However, what we actually
measure in the laboratory is the magnetization. Is it related to µ in the following form,

M = 〈µ〉
V

(2.50)

where V is the sample volume. In the presence of a magnetic field B, there are more
magnetic moments aligned with the field than opposite to it. Thus, as a result, the total
magnetization is alongside the B direction. It is worth mentioning that, in the rotating
frame, the magnetization has a periodic motion if it is parallel to B0 and it precesses
around it. Remembering that, in the laboratory frame the magnetization is constantly
changing its orientation. The system’s energy is conserved due to the fact that, what
is spent to turn the spins anti parallel is regained when they go back to being parallel
to the static field. Hence, we have constant absorption and recovery of energy. The
behavior of the total magnetization M was first described by Felix Bloch in 1946 [23], in
a phenomenological approach given by the so-called Bloch Equations.

dMz

dt
= γ (M×B)z −

Mz −M0

T1
(2.51)

dMx

dt
= γ (M×B)x −

Mx

T2
(2.52)

dMy

dt
= γ (M×B)y −

My

T2
(2.53)
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Figure 2.4: Illustration of an thermal state. When immersed in a magnetic field, because
it is more energetically favorable, more spins will precess along the magnetic field [22]
then against it.

For the longitudinal component, given the magnetization is described in the rotating
frame and using an analogy with the population equation1 we have,

dMz

dt
= −Mz −M0

T1
(2.54)

whereM0 is the thermal equilibrium magnetization (M0 = χ0B0, where χ0 is the magnetic
susceptibility) and T1 is the longitudinal relaxation time. We know that, in the thermal
equilibrium configuration, the magnetization is parallel to the static field. Which means
that the x-y components of M must vanish. Also, we can write the transversal component
of the magnetization as such,

Mxy = Mx + iMy (2.55)

which gives us,

dMxy

dt
= γ

[
(M×B)x + i (M×B)y

]
− Mxy

T2
(2.56)

1 dn
dt = n0−n

T1
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where T2 is the transversal relaxation time. Again, in the rotating frame, equation (2.56)
can be written as,

dMxy

dt
= −Mxy

T2
. (2.57)

One can see that in Equations (2.54) and (2.57) two relaxation times were introduced, T1

and T2. T1 is the longitudinal decay and, it is related to the energy transition time between
the thermal reservoir and the system’s magnetic moment. T2 is the transverse decay and
it conserves energy in the static field. Therefore, it relaxes without transferring energy
to the reservoir. Bloch equations, despite having some limitations, play an important
role in the understanding of resonance and relaxation phenomenon. In a typical NMR
experiment, the magnetization is observed by studying the emf that is induced in the
coils of the experimental apparatus.

2.3 Experimental Apparatus

The results of the experiments shown in this work were made in the Nuclear Magnetic
Resonance Laboratory in CBPF using a Varian 500 MHz spectrometer. The spectrometer
has a cryostat that has two layers of refrigeration, the first uses liquid Helium, and the
second liquid Nitrogen. The detection coils stay in the lower part of the equipment and
the sample is introduced in the upper part of the cryostat. The sample is at room temper-
ature, which is around 25 degree Celsius. The cryostat contains the superconducting coil,
which is responsible for the static magnetic field. This superconductor allows currents of
around 102 A that generate magnetic fields of the order of 10 T. For the stability and a
better homogeneity of the magnetic field, the system is provided with a shimming system
that corrects these problems. The shimming is adjusted by the operator before all the
calibration and experiment begins.

The sample used in this work was the enriched chloroform 13CHCl3. This molecule is
vastly used because of the large resonance frequency difference between 1H and 13C, this
allows one to excite one qubit with minimum noise in the signal due to the interference
of the other.

2.3.1 Radio-Frequency Pulses

Consider an isolated spin-1/2 in a strong and homogeneous magnetic field. As we
saw, this physical system breaks the degeneracy of the energy levels. Hence, one can
manipulate nuclear spins by using an on-resonance RF pulse in the x-y plane. These
pulses acts like rotations in the states of the nuclear spins. A rotation is described as
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follows,

Rα(θ) = e−iθσα/2 (2.58)

where α is the phase and θ is the angle and it has the form θ = ω∆t. Comparing
Equation (2.58) with Equation (2.11), one can see that a quantum state evolution can be
decomposed into rotations. Also, any rotation in the x-y plane can be implemented by
a RF pulse given α, θ and the duration time ∆t. This is of major importance, because
by choosing these corresponding variables, one can interpret a quantum logical gate as a
rotation and, therefore, implement it as a series of RF pulses. For example, the X gate
can be implemented as the following,

Rx(π) = e−iπ/2

 0 1
1 0

 .
where e−iπ/2 is a global phase factor, as a consequence, has no effect in unitary transfor-
mations. This relation between rotations and quantum gates is, along with many others
shown in this work, what makes Quantum Information via NMR possible. A rotation
along the z-axis cannot be done by a single RF pulse. One can solve this problem by
writing this rotation as a combination of rotations in the x-y axes. Therefore,

Rz(θ) = Rx(π/2)Ry(θ)Rx(−π/2). (2.59)

Another way to implement a rotation around the z-axis is to introduce an offset frequency
out of resonance. By doing this one shifts the reference frame by an angle θ and all the
following pulses will see this as a new reference frame. Consequently, it can be interpreted
as rotation by θ around z-axis.

Phase control is of ultimate importance for the correct application of quantum gates
with RF pulses. If one implements a π rotation along the y-axis we would get,

Ry(π) = e−iπ/2

 0 −1
1 0

 .
which clearly does not represent the X gate. This is due to the sign difference of the matrix
elements. Therefore, the control of the phases of the pulses is crucial. RF pulses can
produce general spin rotations, consequently, any single qubit gate can be implemented
by it.

We wanted to implement and compare a time evolution under three different Hamil-
tonians. A translation from their theoretical form to the pulse rotation was essential for
its development.
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Figure 2.5: The magnetization transversal decay. T2’s value is determined when the
magnetization has lost 63% of its value.

2.3.2 Relaxation and Spin Echo

If one applies a π/2 pulse in a group of spins in order to observe a Free Induction
Decay (FID) [24], remembering that all measurements are made in the x-y plane, as the
pulse is turned off one would see, as described by the Bloch equations, an exponential
decay. For liquids, this decay can be of several seconds. It is given by the inhomogeneity
of the static field, which makes portions of spins precess a little out of phase from other
portions. Since the FID is the sum of all the portions, as the portions get out of phase,
the signal decays. The decay time is of the other of 1/γ∆H where ∆H is the spread of
the static field. The Bloch equation 2.57, corresponding to the x- and y- axes combined,
gives us a good phenomenological differential equation for the decay.

dMxy

dt
= −Mxy

T2
(2.60)

where T2 is the decay time called spin-spin relaxation or transverse relaxation time. The
solution to this equation is,

Mxy(t) = Mxy(0)e−t/T2 (2.61)

whereMxy(0) is the initial transverse magnetization right after the pulse. The transversal
magnetization evolution can be seen in Figure 2.5.

Alongside with the transverse magnetization, there is another relaxation process that
is physically different from the transverse magnetization. It is called the longitudinal

20



Figure 2.6: The magnetization longitudinal decay. T1’s value is determined when the
magnetization has gained 63% of its original value.

magnetization or spin-lattice relaxation. This process involves the regain of the thermal
equilibrium magnetization. As it was discussed before, there is two energy levels for
m = ±1/2. Whenever Mz = 0, these states are equally populated, not corresponding to
an equilibrium configuration. The natural tendency would be the system giving up its
extra energy to the reservoir, regaining its equilibrium configuration. The environment
that gains this extra energy is called lattice; therefore, the spin-lattice relaxation. This
processes involves, necessarily, exchange of energy and this is the biggest difference from
the spin-spin relaxation, which involves only the loss of coherence. As for the transverse
relaxation, we have the Bloch equation for the z-axis 2.54.

dMz

dt
= −M0 −Mz

T1
(2.62)

where M0 is the initial equilibrium magnetization. T1 is called the longitudinal or spin-
lattice relaxation time. The solution can be seen in equation 2.63 and its evolution can
be seen on Figure 2.6.

Mz(t) = M0(1− e−t/T1) (2.63)

This evolution cannot be directly detected since the coils only detect in the x-y plane
and it is describing the evolution along the z- axis. For this reason, if one wants to
obtain several measurements, it will be necessary waiting a time bigger than T1 for the
full recovery of the longitudinal magnetization.

Spin echo is the refocusing of the magnetization in the x-y plane after a sequence of
pulses [25]. It was first discovered by Erwin Hahn in 1950 [26]. An illustration of this
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phenomenon can be seen in Figure (2.7) The easiest way to understand it is with the
π/2 − π pulse sequence. Consider a group of spins initially in thermal equilibrium in
static field B in the z direction, M0 lies parallel to B. For the sake of comparison, lets
first neglect the effect of T1 and T2. Applying a time dependent magnetic field B1 at
t = 0 and ω = γB0, where ω is the resonance frequency in the y-direction. If there was no
inhomogeneity in the static field, all spins would precess with frequency γB0 and remain
orientated along the y’-direction. However, this is not what happens. As a consequence,
we must take into account the inhomogeneity of the static field. After a small time τ ,
since we are not considering the effect of T1, a portion δM will advance in the y direction
by an angle θ where,

θ = γδBτ (2.64)

where δH is the field inhomogeneity. In a time t = τ , we apply a π pulse and after a time
t = 2τ , δM will advance again by the same θ but in the opposite direction. Consequently,
by the time t = 2τ , all the spins will be in phase again. For times t > 2τ , the dephasing
process starts again, being identical when t = τ . Taking T1 and T2 into consideration
we have that, for t = τ , the x-y components of M will decay exponentially with the T2

action and a z component will develop exponentially with T1. After the π pulse, this z
component will be inverted so, it will not contribute to δM. During the next τ interval,
the decay via T2 will continue, hence, the magnetization produced by the echo is smaller
each time and has the following form,

M(2τ) = M0e
−2τ/T2 (2.65)

These relaxation phenomena are of the ultimate importance for the implementation of
the experiments. Knowing these times is what guarantees not only the minimization of
error but also the correct implementation of the quantum gates.

2.4 Quantum State Tomography

Quantum State Tomography (QST) is the characterization of the complete quantum
state of a particle given a series of measurements in different bases. In quantum mechanics,
we deal with probabilities and mean values, which means, the measurement of a single
particle will not give us complete information about the quantum system. As a result,
QST must be done in several copies of the same state. This technique can be used to
determine any quantum state in any physical system, photons, 2-level atoms and the
system we will focus on, spin-1/2 particles.
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Figure 2.7: Spin echo illustration. We can see that after the π/2 pulse (B) the loss of
decoherence begins (C). Then, a π pulse inverts the magnetization (F) and re refocusing
happens.

2.4.1 State Representation

As we saw in the matrix representation of Equation (2.13), a mixed state can be
represented by [27],

|0〉 |1〉
|0〉
|1〉

 A2 Ce−iφ

Ceiφ B2

 (2.66)

where the coefficients A,B and C are real, non-negative numbers and A2 + B2 = 1.
Another representation for the density matrix is as follows,

ρ = 1
2
∑
i

Siσi, (2.67)

where S0 ≡ 1 and i = 0, 1, 2, 3. This representation uniquely defines a qubit. Hence its
density matrix ρ is given by the parameters {S1, S2, S3}. The connection between Pauli
matrices σi and the Si is given by,

Si = Tr (σiρ) . (2.68)

For pure states, ∑i S
2
i = 1 and for mixed states ∑i S

2
i < 1.

Now it will be described how the exact tomography is done, ignoring all sources of error.
For a single-qubit tomography, a sequence of three linearly independent measurements is
required. Each measurement corresponds to a degree of freedom. The measurements do
not depend on their performance order, the first restrains the state in a plane, the second
in a line and the third to a point in the Bloch sphere. Considering S1, S2 and S3 as defined
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in Equation (2.68), the tomography process is straightforward: measuring in the basis of
the eigenvectors of σx, σy and σz is sufficient to complete the tomography. In addition,
the state can be measured in any basis.

2.4.2 Quantum State Tomography via NMR

The first part of this chapter was a brief explanation of how (QST) works. Now we
move to the experimental approach.

The sample that contains the nuclear spins are usually at room temperature, therefore,
the initial system is in a statistical mixture. This initial configuration is unfit for quantum
information processing. Spin manipulation provides the creation of pseudo-pure states.
Hence, given the initial thermal equilibrium density matrix, the transformations in this
system are such that the deviation density matrix is equal to the density matrix of the
state wanted. It can be proved that by only doing unitary transformations, one cannot go
from a mixed state to a pure state; hence, some non unitary transformations are required.
There are several ways of implementing these transformations, for instance, temporal and
space averaging and logical labeling. These will not be discussed in this dissertation.

Until now, we only discussed the preparation of initial states and implementing quan-
tum gates. However, the reading out of the results is equally important. This readout,
that can be made in different basis, is equivalent to rotating the qubtis and performing
the measurement in a fixed basis. With this property, we can rotate the qubits via RF
pulses and measure in the Iz basis. The reconstruction of the density matrix is done
by the NMR spectra after obtained with the measurement. Hence, one performs a set
of unitary rotations via RF pulses to implement the desired evolution. After that, the
complete readout is made by applying RF pulses to the final state to reconstruct the final
density matrix. As said before, to determine all elements of the final density matrix, it
is necessary to perform several measurements. Thus, if the system has only one copy, it
cannot be done. However, in NMR this can be done with a single measurement. This is
because, in the samples used to perform the experiments, there are several nuclear spins,
that is, state copies. So, when performing a single measurement, we can actually get
the necessary state statistics. It can be easier to visualize not only the QST but also a
quantum evolution using the Bloch sphere approach. In this geometrical approach, the
QST is represented by a vector trajectory in the Bloch sphere. For one qubit, the set
{1, σx, σy, σz} forms an orthonormal basis where we can expand any operator ρ, as we
saw in Equation (2.67). Therefore,

ρ = 1
2 [1 + S1σx + S2σy + S3σz] . (2.69)

where the S ′is are given by Equation (2.68). The mean values of the σ′is are proportional
to the magnetization in each x-y-z direction. These mean values correspond to the
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Figure 2.8: Graphical representation of the theoretical density matrix and the recon-
structed density matrix via QST. The theoretical state we wanted to measure is |0〉.

magnetization in the respective direction,

Tr(ρσx) = Mx

Tr(ρσy) = My

Tr(ρσz) = Mz. (2.70)

However, measurements in NMR are done in the x-y plane. This means that the S1

and S2 measurements are straightforward, but S3 is not. To obtain its values, a π/2
rotation is required. If a rotation around the y axis is performed, the value of S3 will be
proportional to 〈σx〉. The average over all the measurements has a standard deviation
1/
√
m, wherem is the number of measurements. Consequently, we can have an arbitrarily

precise measurement of the mean value. The reconstruction of the density matrix, for one
qubit, is as follow,

ρ =
 Mz Mx − iMy

Mx + iMy −Mz

 (2.71)

This reconstruction is generally represented by a bar graphic as can be seen in Figure 2.8.
This procedure can be generalized for an arbitrary number of qubits. However, we only
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performed single-qubit measurements, so this generalization is beyond the scope of this
dissertation.
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Chapter 3

Shortcuts to Adiabaticity

In Classical Mechanics, an adiabatic process does not involve exchange of heat between
the system and the environment. In Quantum Mechanics an adiabatic evolution is when
the evolved state is in an instantaneous eigenstate of the Hamiltonian that governs the
said evolution. Adiabatic evolutions can be used to implement quantum computation as
can be seen in the works [28] and [29]. In order to a quantum evolution to be adiabatic,
a time constraint is implied. This constraint requires a very slow dynamics, resulting in
very long dynamics. This long times are a direct conflict with the coherence times of the
given quantum state. However, it was shown that this time constraint is not always a
sufficient condition [30], [31]. An example of this will be presented in this dissertation.
Therefore, we can interpret adiabatic dynamics as non-transitional evolutions. These
non-transitional evolutions were proposed in ( [32] and [33]) in order to develop a way
to mimic an adiabatic evolution without the time constraint. Moreover, a generalized
non-transitional evolution [16] gives us the possibility to control the phases involved in
the dynamics. This phase control enables us to build a Hamiltonian that mimics the
adiabatic evolution, hence, shortcuts to adiabaticity.

3.1 Adiabatic Theorem

In Quantum Mechanics, a state evolution is given by the Schroedinger’s equation,

i~
d

dt
|ψ(t)〉 = H(t) |ψ(t)〉 (3.1)

and its goal is to find the state dynamics, given an Hamiltonian H(t). In this work,
we focused only on adiabatic evolutions. These evolutions can be interpreted, in such
a way that, there is no transition between energy levels. The system is always in its
eigenstate. Then, being |n(t1)〉 eigenstate of H(t1), after a time t the system will be in
the corresponding eigenstate |n(t2)〉 of H(t2). It is worth mentioning that the system’s
eigenstates are not necessarily the same throughout the evolution. Indeed, the requirement
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is that no transitions between energy levels occur. For time-dependent Hamiltonians we
have the eigenvalue equation as follows [34],

H(t) |n(t)〉 = En(t) |n(t)〉 (3.2)

where |n(t)〉 are the instantaneous eigenstates and En(t) the corresponding energies. If
the time change in the Hamiltonian H(t) is sufficiently slow, then, the evolution will be
given always in |n(t)〉 apart from phase factors. One can always describe a quantum state
|ψ(t)〉 in the |n(t)〉 basis

|ψ(t)〉 =
∑
n

Cn(t)e−iαn(t) |n(t)〉 (3.3)

where αn(t) is the dynamical phase factor,

αn(t) = 1
~

∫ t

t0
En(t′)dt′. (3.4)

We can write Schroedinger’s equation in the eigenstate basis substituting equation 3.3 in
equation 3.1, obtaining,

i~
d

dt

(∑
n

Cn(t)e−iαn(t) |n(t)〉
)

= H(t)
(∑

n

Cn(t)e−iαn(t) |n(t)〉
)

(3.5)

using equation 3.2 we get as a result,

∑
n

Ċn(t)e−iαn(t) |n(t)〉+
∑
n

Cn(t)e−iαn(t) |ṅ(t)〉 = 0. (3.6)

Being |m(t)〉 another instantaneous eigenstate of the Hamiltonian, we can take the inner
product with Equation (3.6),

∑
n

Ċn(t)e−iαn(t) 〈m(t)|n(t)〉+
∑
n

Cn(t)e−iαn(t) 〈m(t)|ṅ(t)〉 = 0, (3.7)

where 〈m(t)|n(t)〉 = δnm is equal to one only when m = n. Then, we get

Ċm(t) = −
∑
n

Cn(t)e[iαm(t)−iαn(t)] 〈m(t)|ṅ(t)〉 . (3.8)

Taking n = m out of the sum,

Ċm(t) = −Cm(t) 〈m(t)|ṁ(t)〉 −
∑
n6=m

Cn(t)e−i(αn−αm) 〈m(t)|ṅ(t)〉 . (3.9)
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For the determination of the term 〈m(t)|ṅ(t)〉, we can take the derivative of Equation
(3.2),

Ḣ(t) |n(t)〉+H(t) ˙|n(t)〉 = Ėn |n(t)〉+ En |ṅ(t)〉 (3.10)

taking the inner product again and remembering that H(t) is hermitian, therefore; Em =
E†m. Consequently, we have

〈m(t)| Ḣ(t) |n(t)〉+ Em 〈m(t)|ṅ(t)〉 = En 〈m(t)|ṅ(t)〉 (3.11)

further,

〈m(t)|ṅ(t)〉 = 〈m(t)| Ḣ(t) |n(t)〉
En − Em

(3.12)

for n 6= m. Therefore,

Ċm(t) = −Cm(t) 〈m(t)|ṁ(t)〉 −
∑
n6=m

Cn(t)e−i(αn−αm) 〈m(t)| Ḣ(t) |n(t)〉
En − Em

. (3.13)

Now we can apply the adiabatic approximation. We assume that Ḣ is very small since the
Hamiltonian is varying slowly. Hence, we have the adiabatic condition given by equation
3.14.

| 〈m(t)| Ḣ(t) |n(t)〉 | � |En − Em|∆Tnm
(3.14)

where ∆Tnm is the characteristic time for transition between levels n and m. The adia-
batic assumption is that there are no transitions, hence, ∆Tnm → ∞ and consequently
| 〈m(t)| Ḣ(t) |n(t)〉 | → 0. So, in this context,

Ċm = −Cm 〈m(t)|ṁ(t)〉 . (3.15)

Thus, we have a differential equation to solve in order to discover the coefficients which
describe a quantum state in the eigenstate basis. Equation (3.15) can be solved with the
introduction of Berry’s phase. There is a discussion concerning the condition in Equation
(3.14). It is not sufficient to ensure an adiabatic process for Hamiltonians that are not
real and are oscillating [35], however, this discussion does not concern this work.
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3.1.1 Berry’s phase

Solving equation 3.15 given the initial condition Cm(0) = δnm, we have,

Cm(t) = Cm(0)e−
∫ t
t0
〈m(t′)|ṁ(t′)〉dt′ = eiγm(t) (3.16)

where

γn(t) = i
∫ t

0
〈n(t)|ṅ(t)〉 dt. (3.17)

The quantum state can be written as we saw in Equation (3.3), hence, substituting Cm(t)

|ψ(t)〉 = ei(γn(t)−αn(t)) |n(t)〉 (3.18)

showing us that |ψ〉 remains in a eigenstate of H(t). γn(t) is the geometric phase intro-
duced by M.V. Berry in 1984 [15]. Therefore, the quantum state is as follows,

|ψ(t)〉 = e
−i
~

∫ t
t0
En(t′)dt′−

∫ t
t0
〈n(t)|ṅ(t)〉dt′ |n(t)〉 . (3.19)

Now, these adiabatic evolution concepts will be applied in order to create an Hamiltonian.
It will implement an evolution that mimics the adiabatic evolution without the time
constraint.

3.2 Counter-Adiabatic Hamiltonian

Adiabatic evolutions can be implemented given that an adiabatic Hamiltonian HSA(t)
is constructed [28]. This is also true for gate implementation [36], [37]. As we know,
because the evolution is adiabatic, its time is bounded by the adiabatic condition in
Equation (3.14). However, an adiabatic evolution can be implemented without this time
constraint. This imitation is given by the Counter-Adiabatic Hamiltonian [38].

An evolution operator can be built based in the adiabatic state evolution. By do-
ing this, we can implement an evolution for the shortcut with this operator U(t). Its
description is as follows,

U(t) =
∑
n

e
−i
~

∫ t
t0
En(t′)dt′−

∫ t
t0
〈n(t)|ṅ(t)〉dt′ |n(t)〉 〈n(t0)| . (3.20)

Being |ψ(t0)〉 = |n(t0)〉 the initial state, we can see that this evolution operator actually
implements the adiabatic evolution, as is shown in Equation (3.21).

U(t) |ψ(t0)〉 =
∑
n

e
−i
~

∫ t
t0
En(t′)dt′−

∫ t
t0
〈n(t)|ṅ(t)〉dt′ |n(t)〉 〈n(t0)| |n(t0)〉 = |ψ(t)〉 (3.21)
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Therefore, U(t) is the adiabatic evolution operator.
The way to implement the shortcut is to add a counter-adiabatic term to the original

Hamiltonian that still holds |ψ(t)〉 = U(t) |ψ(t0)〉. Hence,

HSA(t) = H(t) +HCD(t) (3.22)

where HSA(t) is the Shortcut to Adiabaticity Hamiltonian. Replacing this new Hamilto-
nian in Schroedinger’s equation, multiplying it by U †(t) and using the property U(t)U †(t) =
1 we have,

U †(t)HSA(t)U(t)U †(t) |ψn(t)〉 = i~U †(t) |ψ̇n(t)〉 (3.23)

using the chain rule in the second term,

U †(t)HSA(t)U(t)U †(t) |ψn(t)〉 = i~
[
d

dt

(
U †(t) |ψn(t)〉

)
− U̇ †(t) |ψn(t)〉

]
. (3.24)

Defining |ψm(t)〉 = U †(t) |ψn(t)〉, we have

i~
d

dt
|ψm(t)〉 = U †(t)HSA(t)U(t) |ψm(t)〉+ i~U̇ †(t) |ψn(t)〉 . (3.25)

For t = t0,

U(t0) =
∑
n

|n(t0)〉 〈n(t0)| = 1 (3.26)

hence, |ψm(t0)〉 = |ψn(t0)〉. Since the evolution for |ψm(t)〉 is given by U †(t), it stays
always in the eigenstate for t = 0. Therefore,

d

dt
|ψm(t)〉 = d

dt
|ψm(t0)〉 = 0. (3.27)

Consequently, the modified Schroedinger’s equation becomes, from equation 3.25

[
U †(t)HSA(t)U(t) + i~U̇ †(t)U(t)

]
|ψn(t)〉 = 0 (3.28)

since |ψn〉 6= 0, we have an expression for the adiabatic Hamiltonian. It is given as follows,

HSA(t) = −i~U(t)U̇ †(t). (3.29)

Now, we need to determine U̇ †(t). Then,

U †(t) =
∑
n

e
i
~

∫ t
0 En(t′)dt′+

∫ t
0 〈n(t′)|ṅ(t′)〉dt′ |n(t0)〉 〈n(t)| (3.30)
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accordingly,

U̇ †(t) =
∑
n

(
i

~
En(t) + 〈n(t)|ṅ(t)〉

)
e
i
~

∫ t
0 En(t′)dt′+

∫ t
0 〈n(t′)|ṅ(t′)〉dt′ |n(t0)〉 〈n(t)|

+
∑
n

e
i
~

∫ t
0 En(t′)dt′+

∫ t
0 〈n(t′)|ṅ(t′)〉dt′ |n(t0)〉 〈ṅ(t)| . (3.31)

Hence,

U(t)U̇ †(t) =
∑
n

(
i

~
En(t) + 〈n(t)|ṅ(t)〉

)
|n(t)〉 〈n(t)|+

∑
n

|n(t)〉 〈ṅ(t)| (3.32)

where 〈n(t)|ṅ(t)〉 = −〈ṅ(t)|n(t)〉. Now replacing in equation 3.29, we get

HSA(t) = −i~
[∑
n

(
i

~
En(t) + 〈n(t)|ṅ(t)〉

)
|n(t)〉 〈n(t)|+

∑
n

|(n(t)〉 〈ṅ(t)|
]
. (3.33)

Knowing that ∑n |(n(t)〉 〈ṅ(t)| = −∑n |(ṅ(t)〉 〈n(t)|, we can finally get the expression for
the shortcut,

HSA(t) =
∑
n

En(t) |n(t)〉 〈n(t)|+ i~
∑
n

[〈ṅ(t)|n(t)〉 |n(t)〉 〈n(t)|+ |ṅ(t)〉 〈n(t)|]

then,

HSA(t) = H(t) +HCD(t). (3.34)

Therefore, the counter-adiabatic Hamiltonian is given by,

HCD(t) = i~
∑
n

[〈ṅ(t)|n(t)〉 |n(t)〉 〈n(t)|+ |ṅ(t)〉 〈n(t)|] . (3.35)

The HCD is the Hamiltonian that allows us to mimic the adiabatic evolution. It can be
seen that no time constraint is required for its implementation.

3.3 Shortcuts via RMN

Now that the generalized form of the shortcut was introduced, we can manipulate it
for the purpose of an application via NMR. The NMR Hamiltonian [30] is as follows,

HNMR(t) = ~ω0

2 σz + ~ωRF
2 [cos(ωt)σx + sin(ωt)σy] (3.36)

where ω0 is the Larmor frequency, ωRF the strength of the RF field, and ω its frequency.
We can calculate its eigenvectors and find the shortcuts for the adiabatic evolution. This
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Hamiltonian in the matrix form is given by,

HNMR(t) = ~
2


ω0 0

0 −ω0

+
 0 ωRF e

−iωt

ωRF e
iωt 0

 . (3.37)

The eigenvectors for 3.36 are,

|n+(t)〉 = cos(β/2) |0〉+ eiωt sin(β/2) |1〉 (3.38)

|n−(t)〉 = − sin(β/2) |0〉+ eiωt cos(β/2) |1〉 (3.39)

where tan(β) = ωRF/ω0. The experimental values for the ω’s will be presented in the
next Chapter.

3.3.1 Generalized Non-Transitional Evolutions

In the evolutions governed by Counter-Adiabatic Hamiltonian, the fact that the time
constraint is not necessary comes with a disadvantage of higher energy costs for the evo-
lution. Considering a generalized counter-adiabatic theory, we can minimize this energy
cost and also find an infinite transition-less model. This is given by the introduction
of the arbitrary phase θ(t). These models include a time-dependent Hamiltonian that
implements an evolution with minimal energy cost [16].

For the generalized non-transitional evolutions we can rewrite U(t) as shown in the
following equation and then recalculate HSA(t). Being

U(t) =
∑
n

ei
∫ t

0 θn(t′)dt′ |n(t)〉 〈n(t0)| (3.40)

where θn(t) are arbitrary real phases. The time evolution is, as expected, |ψ(t)〉 =∑
n e

i
∫ t

0 θn(t′)dt′ |n(t0)〉. In order to obtain the generalized Hamiltonian, we will proceed
in the same way as was done for the counter-adiabatic Hamiltonian. Therefore, recalling
that HSA(t) = −i~U(t)U̇ †(t) we have,

U̇ †(t) = −i
∑
n

θn(t)e−i
∫ t

0 θn(t′)dt′ |n(t0)〉 〈n(t)|+
∑
n

e−i
∫ t

0 θn(t′)dt′ |n(t0)〉 〈ṅ(t)| . (3.41)

Hence, we have the generalized non-transitional Hamiltonian,

HSA(t) = i~
∑
n

[|ṅ(t)〉 〈n(t)|+ iθn(t) |n(t)〉 〈n(t)|] . (3.42)

Since the θn(t)’s are arbitrary, one can manipulate them with the purpose of finding ones
that can be experimentally implemented.
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3.3.2 Optimal Non-Transitional Evolutions

We saw that we can mimic an adiabatic evolution by writing: HSA(t) = H(t)+HCD(t).
However, for a number of situations it is not necessary to mimic the exact adiabatic
evolution. Making sure that the state remains in an instantaneous eigenstate [39], [40]
is sufficient. In this evolution the quantum state is always an eigenstate of the HNMR(t)
Hamiltonian but, its phases are left arbitrary. The phase determination can be done
by using the shortcut Hamiltonian and by taking the value of θn(t) that minimizes the
energetic cost to execute the dynamics. This gives us the following equation,

θopn (t) = −i 〈n(t)|ṅ(t)〉 (3.43)

therefore, we get Hop
SA(t) by making θn(t) = θopn (t). Using Equations (3.38) and (3.39) in

equation 3.42 and θopn (t) we get,

Hop
SA(t) = ~ω

2

{
sin(2β)

2
(
e−iωt |0〉 〈1|+ eiωt |1〉 〈0|

)
+ (2− sin2(β)) (|0〉 〈0| − |1〉 〈1|)

}
.

(3.44)

Hence, rewriting using the Pauli matrices we have,

Hop
SA(t) = ~ω

2

{
(2− sin2(β))σz + sin(2β)

2 (cos(ωt)σx + sin(ωt)σy)
}
. (3.45)

Finally, the optimal Hamiltonian is given by,

Hop
SA(t) = ~

{
ωop0
2 σz + ωopRF

2 [cos(ωt)σx + sin(ωt)σy]
}

(3.46)

where,

ωop0 = ω(2− sin(β)2) (3.47)

ωopRF = (ω sin(2β)/2). (3.48)

We then, have the Optimal Non-Transitional Hamiltonian.

3.3.3 Adiabatic Phase Non-Transitional Evolutions

For a non-transitional evolution with adiabatic phases, we mimic exactly the adia-
batic evolution. This means that, not only the system will always be in an eigenstate of
HNMR(t) but also the phases will be exactly the ones expected in an adiabatic evolution.
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Hence, θn(t) = θadn (t), being

θadn (t) = −1
~
En(t) + i 〈n(t)|ṅ(t)〉 (3.49)

and with this expression we can obtain Had
SA(t). However, as we saw in equation 3.34, we

can just add the generalized phase Hamiltonian to the HNMR(t) Hamiltonian in order to
obtain Had

SA(t) in a simpler way. Consequently,

Had
SA(t) = ~

{
ωad0
2 σz + ωadRF

2 [cos(ωt)σx + sin(ωt)σy]
}

(3.50)

where

ωad0 = ω0 + ω(2− sin(β)2) (3.51)

ωadRF = ωRF + (ω sin(2β)/2). (3.52)

3.4 Resonance Condition

The adiabatic condition is not always sufficient to ensure a non-transitional evolution
[41]. In systems that present a resonance frequency that can be tuned in, it was shown
theoretically in [42] and [43] and experimentally in [31], that when said system is in its
resonance frequency the adiabatic condition is violated. Hence, we wanted to implement
the shortcuts Hamiltonians in the on-resonance context and see if the adiabaticity would
still hold.

To deduce the resonance condition, one can solve the Von Neumann equation. Con-
sidering the pure state ρ(t) = |ψ(t)〉 〈ψ(t)|, we have

ρ̇(t) = 1
i~

[HNMR(t), ρ(t)] . (3.53)

To solve it one can use the ansatz,

ρ(t) = e
−i
~
ωt
2 σzρφe

i
~
ωt
2 σz (3.54)

where ρφ = |φ(t)〉 〈φ(t)|. Using Equation (3.54),

ρ̇(t) = −i
~
ω

2 e
−i
~
ωt
2 σz [σz, ρφ(t)]σze

i
~
ωt
2 σz + e

−i
~
ωt
2 σz ρ̇φ(t)e i~ ωt2 σz (3.55)

hence,

e
i
~
ωt
2 σz ρ̇(t)e

−i
~
ωt
2 σz = −i

~

[
ω

2 σz, ρφ(t)
]

+ ρ̇φ(t). (3.56)
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For the commutator, we have,

[HNMR(t), ρ(t)] = HNMR(t)e−i~ ωt
2 σzρφ(t)e i~ ωt2 σz − e−i~ ωt

2 σzρφ(t)e i~ ωt2 σzHNMR(t). (3.57)

Therefore,

e
i
~
ωt
2 σz [HNMR(t), ρ(t)] e−i~ ωt

2 σz =
[
e
i
~
ωt
2 σzHNMR(t)e−i~ ωt

2 σz , ρφ(t)
]
. (3.58)

Applying the ansatz to equation 3.53 we can rewrite it as follows,

−i
~

[
ω

2 σz, ρφ(t)
]

+ ρ̇φ(t) = −i
~
[
e
i
~
ωt
2 σzHNMR(t)e

−i
~
ωt
2 σz , ρφ(t)

]
(3.59)

and then we get the Von Neumann equation in the new basis,

ρ̇φ(t) = 1
i~
[
H̃NMR(t), ρφ(t)

]
. (3.60)

where

H̃NMR(t) = e
i
~
ωt
2 σzHNMR(t)e

−i
~
ωt
2 σz − ω

2 σz. (3.61)

Finally, H̃NMR(t) can be written as,

H̃NMR(t) = ω0 − ω
2 σz + ωRF

2 σx (3.62)

and in this form one can easily see the resonance condition, ω0 = ω.
Finally, we have the NMR Hamiltonian, that is bound to the time constraint shown

in equation 3.14 for its evolution to be adiabatic. Using the theory for shortcuts to
adiabaticy it was shown that we can remove this time constraint and, thus, have an
adiabatic evolution with shorter times. These evolutions are given by Hop

SA(t) and Had
SA(t).

The scope of this dissertation is to implement these Hamiltonians experimentally. In
addition, verify that the said Hamiltonians mimic an adiabatic evolution even when the
adiabatic condition is broken; therefore, when the system is on its on-resonance condition.
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Chapter 4

Shortcuts to Adiabaticity via NMR

We saw in Chapter 3 the theory involving adiabatic evolutions. However, performing
experiments still remains a real challenge. This is mainly because of the conflict between
sufficiently long times necessary for the adiabatic evolution and severely short decoherence
times in quantum experiments. The introduction of the shortcuts eliminates this problem
and this is what will be verified in this chapter.

It will be explained how the experiment was performed in order to obtain the results
that will be shown. The experiments were performed in the Nuclear Magnetic Resonance
Laboratory in CBPF using a Varian 500 MHz spectrometer. The spectrometer is com-
posed by a cryostat refrigerated internally by an internal layer of liquid Helium and a more
external layer of liquid Nitrogen. At the lower part of the equipment, there is a probe with
the detection coils and the sample is inserted in it at the upper part of the equipment.
The low temperature is required because of the superconducting coil that generates the
static magnetic field. The current in the superconducting coil is around 102 A generating
a magnetic field of approximately 11.7 T. The illustration of this experimental apparatus
can be seen in Figure 4.1.

4.1 Calibration and Relaxation

In a NMR experiment, the calibration is the first and the most important step. This
is because it is necessary to obtain parameters like amplitudes and widths (in time) that
will characterize the RF pulses. The calibration consists in finding out the times, pw and
p1. These set of parameters obtained during the calibration will ensure that the spin
rotations are as precise as possible. These spin rotations are the core of the quantum
logical gates and necessary for the implementation on any quantum simulation.
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Figure 4.1: Illustration of the NMR spectrometer. The magnet that generates the mag-
netic field consists in superconducting coils that are refrigerated by the internal layer of
liquid Helium.

4.1.1 Sample

The sample used in this experiment was enriched Chloroform (13CHCl3) at room
temperature. We used a 5mm probe to measure and positioned with the sample holder
so the sample was in a position where the magnetic field is most homogeneous inside the
spectrometer. The following step was to adjust its resonance frequency using a built-in
function in the system’s software called probe tune. Using this built-in function we found
the following resonance frequency for the Hydrogen:

1H Resonance Frequency
499,861 MHz

4.1.2 Initial Set Up

For Quantum Information experiments it is usually necessary to use the Lock function.
If the static magnetic field strength changes during the course of the acquisition, the
signals will appear broadened and the spectrum will have poor resolution. To keep the
field stable, the spectrometer has a mechanism that corrects the field’s drift as it occurs;
this is the Lock system. The drift is measured using the absorption frequency of the
solvent’s deuterium resonance (the Lock signal). As this frequency changes due to a
change in the field, the system applies an electric current to a coil in the magnet that
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increases or decreases the field’s strength to keep the signal in the same position and the
field constant. Once the Lock is set, the next step is to centralize the spectrum so we can
tune in the correct resonance frequency. One can either select the PROTON sequence
in the software or select the program (written in C language) that implements the same
sequence to perform this centralization. This sequence is a solo π pulse, with the purpose
of getting a single spectrum. In fact, this acquisition is used not only to verify if the peak
is straight enough but also its centralization. When all these procedures are finished, the
calibration can begin.

4.1.3 Calibration

The calibration consists in measuring pw and p1 values. These are the values of
times, usually in seconds, that the bulk magnetization takes to rotate π/2 and π around
the x-y axes, correspondingly. Consequently, the application of a pw pulse vanishes the
magnetization in the z component. In order to find its value, we first apply a π pulse.
This operation inverts the magnetization from z to -z direction. After finding the time
it takes for the magnetization to go from one direction to the other, we divide its value
by two, therefore, obtaining the pw value. The measurements are made in the x-y plane,
therefore, a π pulse corresponds to a minimum and a π/2 corresponds to a maximum. It
is easier to determine the value of the time where the bulk magnetization is null in the
x-y plane hence, it is better to use the p1 measurement and divide it by two to find the
pw value. To obtain the measurements, one has to use the system’s software to make a
time array that varies the duration of the pulse. That way the magnetization will, in each
pulse, rotate a bigger angle until it finally reaches the final π angle. In each time interval
a measurement of the magnetization is performed and with these measurements we can
fit a curve and find the values of pw and p1. Also, we need to wait a time long enough,
normally around 90s, from one measurement to another so that the system will go back
to its equilibrium position. All data was processed using MATLAB. The experimental
points and the curve that fits these points can be seen in Figure 4.2. The values can be
seen in Table 4.1, The determination of pw is essential for the pulse manipulation in NMR

pw p1
1H 7.63s 15, 26s

Table 4.1: Experimental values of pw and p1.

experiments and also for the longitudinal relaxation time T1. In the experiment we are
implementing, we need to apply pulses that rotate the magnetization by tiny angles so the
value of pw is crucial not only for the precision but also for the correct implementation of
the experiment. After the determination of pw and p1 values, the next step is to measure
T1 and T2.
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Figure 4.2: Curve that fits the experimental points and gives the experimental value of
pw.

4.1.4 T1 and T2

Relaxation is related to signal loss as a function of time and its causes are diverse. It
is the process of an out of equilibrium state coming back to its equilibrium state. When
we quantify these quantities, they can be used in our favour. T1 (spin-lattice relaxation)
is related to the loss of signal intensity, which means, it is the time constant associated
with the physical process of magnetization recovery along the z direction.

T2 (spin-spin relaxation) is associated with the coherence loss. That is, the loss of
the signal in the x-y plane. Due to the fact that the system’s equilibrium state depends
mainly on the constant applied field H0, and T2 is mostly given by spin-spin interactions.
The T1 measurement was made using the inversion recovery process [44] that consists
in a π pulse, a time delay, and a π/2 pulse. The T2 measurement was made using the
CPMG (Carr-Purcell-Meiboom-Gill) process that consists of a π/2 pulse, a time interval,
and π pulses. Both sequences are acquired changing their time interval and for each one
of these times a measurement is performed. It is important to emphasize that, in each
measurement we need to wait for the system to go back to its equilibrium position to
start a new measurement. This time constant is called d1 and it is usually five times the
value of T1. The values of T1 and T2 were acquired by fitting a curve to the experimental
results, just like it was done for pw. The curves can be seen in Figures 4.3 and 4.4. The
values for T1, T2, and d1 can be seen in Table 4.2.

T1 T2 d1
5, 11s 0, 25s 25s

Table 4.2: Experimental values of T1 and T2 for the Hydrogen isotope.
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Figure 4.3: Experimental points for the measurement of T1. One can see that the magneti-
zation starts at a minimum and, as the time interval grows, it stabilizes in the equilibrium
magnetization M0. This graph corresponds to the magnetization on the z axis.

Figure 4.4: Experimental points for the measurement of T2. One can see that the magne-
tization starts at a maximum and, as the time interval grows, it goes to zero. This graph
corresponds to the magnetization in the x-y plane.

4.2 Experimental Implementation

Now we are going through the experimental description that implemented the evolu-
tions governed by the NMR Hamiltonian and the Shortcuts Hamiltonians. In order to
verify those evolutions were indeed adiabatic, we calculated the theoretical instantaneous
eigenstates for the NMR Hamiltonian for several time intervals ∆t. Moreover, we used
fidelity as a comparison method comparing the evolved state under each Hamiltonian
with the theoretical instantaneous eigenstate for the same interval.

4.2.1 Initial State

We wanted to implement an on-resonance evolution, which can lead to population
transfer, resulting in a non-adiabatic evolution. This condition will show that the short-
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cuts still hold a non-transitional evolution. The eigenstates of the NMR Hamiltonian
depend on the values of ω0, ωRF and ω. We chose the ground eigenstate, which is the
following,

|n−(t)〉 = − sin (ωRF/2ω0) |0〉+ eiωt cos (ωRF/2ω0) |1〉 (4.1)

and the on-resonance condition dictates that ω0 = ωRF = ω. We numerically calculated
the values that gave us the eigenstate.

ω0 = ωRF = ω = 200MHz. (4.2)

These values give the following theoretical initial state,

|ψeigen(t = 0)〉 =
 0, 3827
−0, 9239

 (4.3)

and the density matrix,

ρeigen =
 0, 1465 −0, 3536
−0, 3536 0, 8536

 . (4.4)

The theoretical and experimental density matrix can be seen in Figure 4.5. Its fidelity
with the theoretical prevision is F = 0.9989.

In NMR systems we are dealing with a statistical mixture of state systems, and in
order to get a state that we can work with, we use a sequence of pulses that generate
what is called pseudo pure states. A quantum state of a system at temperature T can be
written as,

ρsys = e−Hsys/kBT∑
m e−Em/kBT

(4.5)

where kB is the Boltzmann’s constant andHsys is the system’s Hamiltonian and its energy
levels are given by Em. It is easy to see that ρsys is not a pure state, since Tr(ρ2) 6= 1.
However, one can extract a pseudo pure state from it by unitary operations. This can be
done by transforming the thermal state into the state in equation 4.6.

ρ = 2NI + ρ∆Iz (4.6)

the first term corresponds to a uniform background, and since it is proportional to the
identity operator, it does not evolve in time. The second term, ρ∆, called deviation density
matrix, has a null trace so all unitary evolution acts only in this matrix. The deviation
density matrix is proportional to the Iz operator. N is the total number of spins. In this
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Figure 4.5: Graphical representation of the theoretical density matrix and the recon-
structed density matrix via QST. The theoretical state we wanted to measure is |ψeigen〉.

system, the pure state after the unitary operations is given by |0〉. The RF pulse rotates
this state, hence we needed to find the correct rotation angle that would implement the
initial state given by equation 4.3. The rotation necessary is shown in equation 4.7.

Ry(α) |0〉 = |ψeigen〉 (4.7)

where

Ry(α) = e−i(α−π)σy/2. (4.8)

The angle found was θ = (α− π) = −135o. Before implementing the pulse sequence that
generates |ψeigen〉, we need first to measure the |0〉 state for normalization procedures.
This value was also used for the |ψeigen〉 normalization.

4.2.2 Shaped Pulses

Shaped pulses can be used for selective excitation [45]. The excitation frequency do-
main of a RF pulse is the Fourier transform of the time dependent shaped pulse. It
determines the width, uniformity and the phase of the excited espectrum. The implemen-
tation of the shaped pulses consists in dividing them in several time intervals. With this
in mind, one can modulate any shaped pulsed controlling either the pulse’s amplitude or
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its phase. In this work, we implemented the shaped pulses controlling the phase, also
called, phase shaping. Moreover, combining multiple shaped pulses applied with different
frequencies one can get one simple pulse. This is valid because a linear sum of pulse slices
is a valid pulse itself.

The phase shaping method [46] implemented, used fixed small increments ∆φ that
divided the pulses into slices. These slices have a time duration ∆t and these intervals
had to be small enough in order to apply Trotter’s formula seen in equation 2.20. Based
on the problem’s parameters, we build a table with the corresponding fixed amplitude, ∆φ
and ∆t. The table provides a file with the respective modulations we want to implement.
This file is taken to the computer that controls the spectrometer and with it the pulses
are shaped and applied. With these files we generated the theoretical simulation of the
evolution, that can be seen in Figure 4.6. We used fidelity, as was defined in equation
2.23, for comparing the instantaneous eigenstates |n(t)〉 of HNMR(t) with the evolved
states for all three Hamiltonians in the same time interval. As expected, if the evolution
is adiabatic, the states will always be given by the instantaneous eigenstates |n(t)〉 of
HNMR(t), therefore; the fidelity would by equal to 1 throughout the evolution. If the
evolution is not adiabatic, then the values of the fidelity would vary during it. The

Figure 4.6: Theoretical simulation for evolution of the Hamiltonians HNMR(t), Hop
SA(t)

and Had
SA(t). As we can see, the shortcuts still hold an adiabatic evolution even in the on-

resonance condition. Meanwhile, the NMR Hamiltonian does not implement an adiabatic
evolution even for long times.

simulation shown in Figure 4.6 was done disregarding decoherence effects.
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4.2.3 Implementation

To implement Hamiltonians Hop
NMR(t), Had

SA(t), Hop
SA(t) we used the shaped pulses

technique.
The Hamiltonians have two separate terms, one is time independent (the terms pro-

portional to ω0). The other (the terms proportional to ωRF ) are time dependent. In the
spectrometer, we centralized the spectrum in order to put the system in its resonance
condition. Since the first term can be interpreted as an offset out of the resonance fre-
quency, after this centralization we moved the spectrum out of the resonance frequency
by ω0. We performed this same procedure for all three Hamiltonians with their respective
ω0 values. The values are the following,

ω0 = 200MHz

ωop0 = 300MHz

ωad0 = 500MHz.

The values of the ωRF ’s can be adjusted by finding the RF power that implements them.
They are given by,

ωRF = 200MHz

ωopRF = 100MHz

ωadRF = 300MHz.

In order to do so, for each value of ωRF we wanted, we found the time τ that resulted in
a spin rotation by 2π. This time was calculated using equation,

2πf = ω, (4.9)

where ωτ = θ. As was said, we want θ = 2π, hence

ωτ = θ = 2π

τ2π = 1
ωRF

. (4.10)

Thus, for the three values of ωRF ,

τ2π = 1
200Hz = 5ms

τ op2π = 1
300Hz = 3.3ms

τad2π = 1
500Hz = 2ms.
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Now we know that for a time τ the signal has to be zero, so we adjusted the RF field
power for no signal in the x-y plane, therefore; no spectrum. That way we know that
we will be implementing the correct ωRF . The values, which are necessary for the correct
simulation, that implemented the RF power, called pwrf, are the following,

pwrf = 229u.a.

pwrf op = 110u.a.

pwrfad = 336u.a.

Since the second term has a time dependence in its phases, the pulses necessary to im-
plement it were achieved by using the shaped pulse technique. We numerically created
the table necessary to build these pulses using the values described above. The table was
constructed as can be seen in Table 4.3. Hence, for each time interval a shaped pulse was

A ∆φ ∆t
ωRF ωt 1

Table 4.3: Table constructed for the application of the shortcut Hamiltonians. By dividing
the RF pulses into slices, they can be modulated in order to implement the Hamiltonian.

generated. The files generated by the program in MATLAB were used in the spectrometer
program (C language) in order to convert them into physical pulses given the parameters
previously calculated.

4.2.4 State Comparison

As we saw, for the purpose of making the experimental implementation of the Hamil-
tonian viable, its discretization was necessary. Now, we needed to compare, for each
time interval, whether the evolution was indeed adiabatic. Hence, we performed a QST
(Quantum State Tomography) for each ∆t. This QST constructs the experimental density
matrix. The goal is to obtain the bulk magnetization in each x-y-z direction and, with
those values, reconstruct the density matrix using equation 2.71. The first measurement
is to find the Mz value, however, this measurement is not straightforward. Hence, a π/2
pulse is applied so the bulk magnetization in the z direction gets to the x-y plane and the
measurement can be performed. The second measurement is performed straightforwardly
in the x-y plane. The result of those measurements is a FID, the NMR signal. It is the
signal generated when the bulk magnetization is non-zero in the x-y plane. This magne-
tization, that is always precessing (as we saw in Figure 2.3), will generate a proportional
oscillating voltage in the detection coils that surround the sample [47]. After the Fourier
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transform of the NMR signal (FID) we get [48],

S1(t) ∝
{
tr(ρσx) + itr(ρσy)eiωt

}
. (4.11)

where the index 1 stands for one qubit signal. Therefore, for the values of Mx and
My we took the Fourier transform of this FID and integrated the spectra; the real part
corresponds to Mx and the imaginary to My. The FID for Mz is a linear combination of
the x and y components, given as follows

Sx(t) ∝
{
tr(ρσx)− itr(ρσz)eiωt

}
(4.12)

Sy(t) ∝
{
tr(ρσz) + itr(ρσy)eyωt

}
. (4.13)

Hence, these unitary transformations convert the expected values of 〈σx〉 and 〈σy〉 into
〈σz〉.

4.3 Analysis

The results of those implementations can be seen in Figure 4.7. As expected, we see
that the adiabatic condition does not hold for HNMR(t) and we can see the shortening
of the oscillation amplitudes. This is due to the decoherence effects, given not only the
interaction of the quantum states with the environment, but also because the RF pulses
have errors of implementation of their own. Those errors are about 3% per pulse. Due
to the decoherence effects the amplitudes decrease. The oscillations shows that the NMR
Hamiltonian does not implement an adiabatic evolution in the on-resonance condition.

The shortcuts experimental implementation has shown to be very robust against the
decoherence process. This can be seen because the fidelity stays close to one throughout
the evolution, which means that the states of the evolution are, indeed, instantaneous
eigenstates of HNMR(t). Therefore, one can conclude that the shortcuts are a superior
implementation of an adiabatic evolution.

The fitting of the experimental data was performed using Lindblad equation, shown
in Equation (4.14), and adjusting its parameters.

ρ̇ = i

i~
[H(t), ρ(t)] + 1

2
∑
k

(
Lkρ(t)L†k −

1
2L
†
kLkρ(t)− 1

2ρ(t)L†kLk
)

(4.14)

where the commutator term is the unitary evolution generator. The second term de-
scribes the possible transitions that the system may undergo due to interactions with
the thermal reservoir. The operators Lk are called Lindblad operators or quantum jump
operators. The term Lkρ(t)L†k is responsible for the possibility of these quantum jumps
to happen. The terms −1

2L
†
kLkρ(t) − 1

2ρ(t)L†kLk that can be rewritten as the anti com-
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Figure 4.7: Experimental data and theoretical simulations via Lindbald equation. The
lines are the theoretical simulation and the points the experimental results.

mutator −{L†kLk, ρ(t)}. They are needed to normalize in case no jumps occur. It can be
shown that for this system, the Lindblad operator is as follows,

Γ1(t) = γ(t)σz (4.15)

where γ(t) =
√

1/T2. Hence, substituting it in equation 4.14 we have,

ρ̇ = i

i~
[H(t), ρ(t)] + γ0

2 (σzρ(t)σz − ρ(t)) (4.16)

where γ0 =
√

1/T2. This was the equation used to calculate the theoretical evolution and
with the experimental value of T2 that was measured, adjust it in the experimental data.
Dephasing, or transverse relaxation, is the phenomenon associated with the decay of the
coherence terms (off-diagonal) in the density matrix and. As it was discussed in Chapter
2, this occurs due to the inhomogeneity of the static magnetic field. This variation causes
the spins of all the molecules to slowly desynchronizes and, therefore, lose coherence across
the sample. We only considered the dephasing effect because the evolution time is on the
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same order of magnitude as T2 value. The value of T1 is approximately 10 times bigger
than the evolution’s total time, so it does not interfere significantly. Therefore, we could
adjust the Lindblad equation parameters to explain the experimental results.

This analysis concludes the work wished to be presented in this dissertation.
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Chapter 5

Conclusion

In this dissertation we started with a small introduction to Quantum Computation
and the motivations why its implementation would be advantageous over Classical Com-
putation. QC is a recently new area in Physics and, therefore, it still has a lot of open
problems. Moreover, we defined qubits and how they can be implemented via NMR sys-
tems. The advantages of using NMR as a quantum computer and implementing quantum
gates and quantum evolution in this system were also discussed. We also talked about
how experiments in NMR are performed and the theory regarding it. One can have both
classical and quantum approaches to solve the equation of motion for the magnetic mo-
ments of nuclear spins. This is very interesting because we see that a purely quantum
system can have a classical behaviour. One important characteristic of the NMR tech-
nique is that, the relaxation times of the samples generally are a few orders of magnitude
bigger than the implementation of the operations itself. This allows the experimental
implementation of several RF pulses and, therefore, several quantum gate and/or evolu-
tions without the complete loss of the magnetization signal. It is worth mentioning that,
in an NMR experiment is possible to reconstruct the experimental density matrix in a
procedure called Quantum State Tomography. This is very useful for analysing the data
provided by the experimental implementations.

The adiabatic theorem was first introduced by Boltzmann in Classical Mechanics.
Latter its Quantum Mechanics definition was developed. An adiabatic evolution is an
evolution that is given always in instantaneous eigenstates of an Hamiltonian. It can
be useful for a number of implementations that require the system always evolving in a
well-known state. One of the greatest applications of an adiabatic evolution is in Adia-
batic Quantum Computation. We also showed that implementing an adiabatic evolution
is non trivial and the adiabatic condition is not always sufficient to implement the evo-
lution. Also, that in systems with a natural resonance frequency, when tuned in this
frequency, the adiabaticity is broken. We introduced the shortcuts to adiabaticity theory,
first considering the counter-adiabatic Hamiltonian and then going one step forward to
the generalized non-transition evolution. With it, we could build two Hamiltonians that
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mimic the adiabatic evolution without the necessity of the adiabatic condition.
The implementation of the shortcut Hamiltonians, alongside with the NMR Hamilto-

nian, begins with the standard NMR experiment procedure. We talked about the impor-
tance of correctly implementing the initial eigenstate since the whole following evolution
would depend on it. Further, we introduced the shaped pulse method, and how it was
applied to the implementation of the three Hamiltonians. We saw that, indeed, in the
on-resonance condition the NMR Hamiltonian does not provide an adiabatic evolution,
on the other hand; the shortcuts do. This shows how powerful the general non-transition
theory is. We also saw the decoherence acting throughout the experiment and modelled
it using the Lindbald equation.

The next step it to implement the quantum phase gate, the Z gate, using these Hamil-
tonians. It will be given by translating the initial Hamiltonians, such as, the state after
the evolution is the same state after the application of quantum gate. The Hamiltonians
used will be the standard NMR Hamiltonian and the shortcuts Hamiltonian that has the
lowest energy cost, thus, Hop

SA(t). The goal is to verify, once again, the advantage the
shortcut have on the NMR Hamiltonian. What is expected to be verified is that the
shortcut Hamiltonian implements the Z gate. This means that, for any evolution time
t the final state is the same as the state after the gate action. However, for the NMR
Hamiltonian one would have to wait a time t1 > t, where t1 is given by the adiabatic
condition, to implement the Z.
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