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Abstract

Damasceno, Caio; dos Reis, Alberto C. (Advisor). Charge asymmetry
study of the D±

s −→ π∓π±π± decay using LHCb Data. Rio de
Janeiro, 2023. 98p. Dissertação de Mestrado – Coordenação de Física
de Altas Energias, Centro Brasileiro de Pesquisas Físicas.

The search for explanations to the asymmetry between matter and
antimatter in the Universe has been a longstanding effort in Physics. The fact
that antimatter is relatively scarce compared to matter leads to the question of
why the universe appears to favor matter over antimatter. The source of this
unbalance is the violation of the CP symmetry, which arises from the presence
of a complex phase in the Cabibbo-Kobayashi-Maskawa (CKM) matrix of the
Standard Model of particle physics. The presence of CP violation in the charm
sector is very small, so it can be useful to provide evidence for new physics
beyond the Standard Model.

In this work a fundamental step is performed in order to search for
CP violation in charmed mesons. Using LHCb experiment data, this study
examines charge asymmetry in the Cabibbo favoured D±

s → π∓π±π± decay.
The goal is to validate this channel as a reliable control for detecting CP
violation in the singly Cabibbo suppressed decay D± → π∓π±π±.

The analysis is performed using the data collected in pp collisions at
√
s = 13 TeV by LHCb in the years 2016-2018 (Run 2), corresponding to

5.6 fb−1 of integrated luminosity.
While the majority of the phase space displayed non-significant charge

asymmetries, some areas require fine-tuning for a more accurate understanding.
Despite minor adjustments needed, our findings provide a promising insight
into the sources of charge asymmetry, emphasising the importance of under-
standing non-CP asymmetries in the D± → π∓π±π± channel for observing CP
asymmetries in this decay.
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Charm; CP Violation; LHCb; Decays; Particle Physics.
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1
Introduction

At least since the proposition of the atom in ancient Greece, dating
around the fifth century BC, humanity has sought to understand and explain
how the matter that makes up our universe works.

But it was in 1928 that Paul Dirac[1] introduced a paradigm shift in this
discussion. He proposed the existence of antiparticles as a solution to Equation
1-1, that would later be called the Dirac Equation, and which proposes to
combine special relativity and quantum mechanics to describe the behaviour
of elementary particles. Here, i is the imaginary unit, m is the mass of the
particle, ψ is the wave function describing the quantum state of the particle,
and /∂ is a shorthand notation for γµ∂µ, where γµ are the gamma matrices and
∂µ are the four-gradient operators. The equation is written in natural units
where ℏ = c = 1.

(i/∂ −m)ψ = 0 (1-1)
As early as 1932, just four years after Dirac’s theoretical prediction, Carl

Anderson[2] obtained the first experimental evidence of the existence of an
antimatter particle, the positron, antiparticle of the electron. In Figure 1.1,
recorded by Anderson, it is possible to observe the trail of a particle coming
from the lower part of the image, which, due to the curvature in its trajectory
caused by a magnetic field perpendicular to the plane of the photo, we know
has a positive charge.

Figure 1.1: Photograph of a cloud chamber, obtained by Anderson in 1932
and which provided the first experimental evidence for the existence of the
positron, in his experiment with cosmic rays.[2]
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Each antiparticle has a mass equal to that of its corresponding particle,
but with opposite electric charge and internal quantum numbers (such as
isospin, strangeness, baryon number, and lepton number). Particle-antiparticle
pairs can annihilate each other and give rise to new particles, as shown in the
Feynman diagram in Figure 1.2.

Figure 1.2: Feynman diagram of an electron-positron annihilation, giving rise
to a photon that subsequently decays into a muon-antimuon pair.[3]

Some particles are their own antiparticles, such as the photon. Also, in
the same way that combinations of matter particles can form different types of
matter, the same is true for antiparticles. For example, an anti-hydrogen atom
is composed of a positron and an antiproton.

Although antimatter exists, it is scarce in nature compared to matter.
This raises the question of why we observe mostly matter in the universe. In
fact, if matter and antimatter had the same abundance, they would annihilate
each other completely. Thus, there must be some mechanism that caused an
imbalance in the amount of matter and antimatter in the primordial universe,
so that one of them could prevail.

The lack of antimatter cannot be explained simply by annihilation with
matter, but also by some mechanism that produced matter in a slightly larger
amount over antimatter, so that one could prevail over another. Also, the idea
that there may be regions in the universe with an excess of antimatter is not
supported by observations. The reason for the universe’s apparent preference
for matter is still an open question in physics.

In 1967, the Russian physicist Andrei Sakharov[4] proposed three require-
ments for the presence of asymmetry between matter and antimatter: (a) the
existence of an interaction that violates the C and CP symmetries (which
will be explained shortly); (b) an interaction that violates the baryon number
conservation; (c) interactions out of thermal equilibrium.

Conditions (a) and (b) are important because without both, there is no
way to produce matter and antimatter at unequal rates. The same applies to
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condition (c): with thermal equilibrium, a reaction i −→ f will be as frequent
as a reaction f −→ i, so that the resulting asymmetry will be null. This work
pays close attention to one of those conditions: CP violation.

In the Standard Model (SM) of particle physics, CP violation arises due
to the presence of a complex phase in the quark mixing matrix, known as the
Cabibbo-Kobayashi-Maskawa (CKM) matrix. This phase leads to interference
between different decay amplitudes involving different weak and strong phases,
which can manifest as CP violation effects in the decay products. However,
the magnitude of these effects is typically very small, making them difficult to
observe experimentally.

The search for CP violation in the charm sector is particularly challeng-
ing, due to its relatively small weak phase. Also, CP violation in charm occurs
only in Cabibbo-suppressed decays, as will be further discussed in Chapter 2.
But despite the challenges, there is strong motivation to search for CP viola-
tion in the charm sector, as it could provide evidence for new physics beyond
the SM[5]. By searching for deviations from its predictions, we can gain new
insights into the nature of matter.

In this work, we focus on identifying and quantifying the asymmetries
in the D±

s → π∓π±π± decay (from now on, charge conjugation of decays will
be implied, unless otherwise stated), which is not predicted to exhibit CP
violation as it has no Cabibbo-suppression. Our goal is to use this decay as
a control channel for the search for CP violation in the Cabibbo-suppressed
D+ → π−π+π+ decay, which is of particular interest not only for being able
to have CP violation predicted by the SM but also for being able to exhibit
evidence of new physics. We first introduce the theoretical background, then
describe the LHCb detector and the data sample used in our analysis, as well
as the event selection and reconstruction procedures. We present our methods
for labeling the asymmetries in the D+

s → π−π+π+ decay and discuss the
implications of our work for the ongoing efforts to search for CP violation in
charm meson decays and the potential for future studies to reveal new insights
into the behavior of subatomic particles and the fundamental laws of nature.



2
Theoretical Fundamentals

2.1
The Standard Model

The SM is a quantum field theory based on a set of gauge symmetries,
which determines the way elementary particles interact with each other. Even
though it describes only the three fundamental forces that have a mediating
field (leaving gravity out), the SM provides a very successful description of
nature, showing good agreement with most of the current experimental data.

The aforementioned elementary particles can occur in three types:
quarks, leptons, vector bosons and a scalar boson. Each of the first two consist
of six particles, as shown in the two blocks on the left in Figure 2.1, in addition
to their respective antiparticles. Also, in each of those blocks of six, particles
are classified in pairs, called “generations” or “families”. The lightest and most
stable particles compose the first generation, and the heaviest and less-stable
constitute the second and third generations. In Figure 2.1, these generations
are given by the columns of the blocks at left; for example, the first generation
is composed by the quarks and leptons of the first column, i.e., the quarks up
(u) and down (d), the electron (e−) and the electron neutrino (νe).

In the world of particle physics, quarks are never found alone; they
always team up to form larger particles known as hadrons. When three quarks
come together, they form a baryon, while a pair consisting of a quark and an
antiquark makes a meson. This behavior is explained by a principle called
’confinement,’ a key feature of Quantum Chromodynamics (QCD), which
governs the strong nuclear force. Essentially, the energy needed to pull quarks
apart increases so much that it becomes more efficient to spontaneously create
new quark-antiquark pairs instead. This is why quarks are always part of larger
particles and never exist in isolation.

Besides quarks and leptons, the SM also describes force-carrier particles,
called gauge bosons, from whose exchange result three of the fundamental
forces. The strong interaction is carried by the gluons (g), as the electromag-
netic force is carried by the photon (γ), and the W± and Z0 bosons carry the
weak force.

Last but not least, another pivotal element of the SM is the Higgs boson,
which provides the mechanism by which the elementary particles acquire mass.
In contrast to fermions like quarks and leptons —particles with half-integer
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Figure 2.1: Particles of the Standard Model of particle physics[6]

spin that follow to the Pauli Exclusion Principle — bosons are particles with
integer spin that can exist in the same state in unlimited numbers. Unlike
other bosons, the Higgs boson is unique in having a spin of 0.

Another important feature of the SM resides in the fact that for each
of the twelve fermions there exists an antiparticle, with the same mass but
quantum numbers with opposite sign. The antiparticle of the electron for
example is the positron, denoted by e+. Similarly, the antiparticle of the up
quark is the anti-up quark u. The asymmetry between matter and antimatter
is the heart of the discussion brought by this work, on the search for CP
violation, as will be better explained on the next section.

2.2
P, C and CP symmetries

Until 1956, it was believed that the laws of physics were “two-handed”:
that changing the algebraic sign of the coordinate system of any physical
process, it should be described by the same equations, i.e., that parity was
always conserved. The parity transformation, implemented by the operator P,
is:

ri
P−→ r′

i = −ri, (2-1)
where ri is the position vector, given by:

ri = xiı̂+ yiȷ̂+ zik̂ (2-2)
Lee and Yang[7] proposed an experimental test, performed by Wu[8], that

aimed at verifying the conservation of the P symmetry in weak interactions,
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which was not confirmed until then.
Wu’s experiment consisted in aligning cobalt-60 nuclei spins in a specific

direction, z, for example, through a magnetic field, according to Figure 2.2,
and register the directions of the emitted electrons via beta decay:

60Co −−→ 60Ni∗ + e− + νe (2-3)
Through parity transformation, the momenta p of the particles have their

signs changed, while the orbital angular momenta r × p, as well as the spin
remain the same. In that sense, since the schemes on Figure 2.2 are the P
transformation of each other, for this symmetry to be conserved, both must
be observed at the same rate.

Figure 2.2: Wu Experiment illustration.[9]

However, they observed that most of the electrons were emitted in the
opposite direction to the spin (Figure 2.2.b), leading to the conclusion that
parity is not conserved in weak interactions.

The charge conjugation operation, represented by C, on the other hand,
turns a particle into its antiparticle:

C |p⟩ = |p⟩ (2-4)
Regardless of being called charge conjugation, this transformation can

be carried out also in electrically neutral particles, by changing sign of its
“internal” quantum numbers (like baryon and lepton number, strangeness,
charm, beauty ...) but not affecting momentum and spin[10].

Parity and charge conjugation are conserved symmetries of strong and
electromagnetic interactions, and both are violated in weak interactions.

Before discussing examples, it is important to make some definitions. The
helicity h of a particle consists of the normalised component of its spin along
its momentum. But a property frequently confused with helicity is chirality,
which is a quantum number that describes the transformation properties of a
particle’s wavefunction under parity inversion. Unlike helicity, which is related
to the direction of spin in relation to momentum, chirality represents an



Chapter 2. Theoretical Fundamentals 7

inherent feature of a particle. The wavefunction of any fermion, for example,
can be described as a combination of chirality eigenstates. Although helicity
and chirality are distinct properties, they become equivalent in the ultra-
relativistic limit (E ≫ m), helicity eigenstates are equivalent to chirality
eigenstates.

It is important to point out that in SM only left-handed chirality
particles and right-handed chirality antiparticles participate in the charged
weak interactions.

So, by observing the π+ decay in Equation 2-5, for example, as the
emitted antimuon is always right-handed, a parity transformation should give
us a left-handed antimuon, which can not be found in nature,

π+ −→ µ+ + νµ. (2-5)
Then, applying C in Equation 2-5, we get:

π− −→ µ− + νµ (2-6)
As C does not change chirality, this gives us a right-handed muon, which

does not exist either, as they come out always left-handed. Hence, charge
conjugation is also violated.

Nonetheless, if we combine both operations in Equation 2-5, CP turns
left-handed muons into right-handed antimuons, exactly as observed in nature.
Thus, comes up a transformation that seemed to be lead to a fundamental
symmetry of nature.

The Fitch-Cronin experiment[11], in 1964, though, gave the first evidence
of violation of the CP symmetry, in decays of neutral kaons. The CP violation
differs from the parity breaking, for example, because it is a subtle effect, and
therefore requires sensitive measurement, while parity is maximally violated
in weak interactions.

As an example, while all neutrinos are left-handed, violating P, the decay
B0 −→ K+π− is 13% more frequent than its CP transformed version[12], given
by B

0 −→ K−π+. In the vast majority of B decays, CP is conserved, even
though the quark-b sector has a more intense CP violation compared to others.
Nowadays, it is understood that the actual conserved symmetry is given by
CPT, which includes also the time reversal symmetry T, and is conserved in
every Lorentz invariant theory.

The key point is to notice that CP violation, being one of the Sakharov’s
conditions, allows the production of matter and antimatter at different rates,
making it an important subject when it comes to trying to understand the
reasons why there is so much more matter than antimatter in the Universe.
However, the CP violation provided by the SM is not sufficient to explain
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baryon asymmetry[13]. It is necessary that some other CP breaking mechanism
beyond the Standard Model exists, to justify such a significant unbalance. In
this way, the study of CP violation also becomes a potential gateway to the
observation of new physics.

Since the Fitch-Cronin experiment, CP violation was found again in
neutral kaons at Fermilab[14] and CERN[15] in 1999. In 2001, it was observed
also in the experiments Belle[16] and BaBar[17], in B mesons. Finally, it was
also detected at LHCb, in B0

S decays[18], in 2013, and also in D0 decays[19] in
2019.

It is important to realize how subtle the effect of CP violation is in the
charm sector, so that the first observation only took place 55 years after Fitch
and Cronin’s discovery. And in this work we perform one of the steps in the
search for CP violation in the D+ → π−π+π+ decay.

2.3
CKM Matrix

The key point that culminated in what we now know as the CKM matrix
is the so-called Cabibbo hypothesis. Although the weak interaction presents
a universal coupling constant for the leptonic case, for quarks the situation
is somehow different. The coupling constants for the charged current weak
interaction, that occur through the emission of a W boson, with vertices ud
and us, for example, are not only different from the leptonic case, but also
different between them. This feature, therefore, opposes the idea that there
could be a universal weak coupling for the quark sector[3].

Thus, in 1963, Cabibbo presented his hypothesis to explain the absence
of the K0 → µ+µ− decay[20]. At the time of his proposal, only the quarks
up, down and strange were known, and his idea was that the weak coupling
constant for the quarks would have the same value as for the leptonic case, but
the weak eigenstates of quarks would differ from the mass eigenstates. In this
way, the mass eigenstates, called d′ and s′, are related to the weak eigenstates
through the following matrix: d′

s′

 =
 cos θc sin θc

− sin θc cos θc

 d

s

 , (2-7)

where θc is called the Cabibbo angle.
This mechanism can explain, for example, the reason why the decay rate

of the process K−(us) → µ−ν̄µ is about twenty times smaller than for the
process π−(ud) → µ−ν̄µ. In light of the matrix in Equation 2-7, we can notice
that the K− decay is suppressed by a factor of tan2 θc. Now we now, based on
existing measurements, that θc ≈ 13◦[3].
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Since the Cabibbo mechanism allows the couplings ud and us to happen,
one may expect for example that the long-lived neutral kaon K0

L , which is a
weak eigenstate, into K0

L → µ+µ− can occur through the exchange of a virtual
up quark, as shown in Figure 2.3

Figure 2.3: KL → µ+µ− decay through exchange of a virtual u quark.[3]

However, the observed decay rate for such a process is much smaller than
expected for the case with only the contribution of the diagram in Figure 2.3.
Thus, in 1970, Glashow, Iliopoulos and Maiani[21] postulated the existence of
a fourth quark that would couple to the weak eigenstate s′. In this way, this
decay would also be able to happen through the exchange of a quark that
would be called charm, but with new coupling constants, as shown in Figure
2.4. It is important to notice that those two contributions have opposite sign,
and cancel it other; this cancelling is not perfect though, as the quarks have
different masses. This is the so-called GIM (Glashow, Iliopoulos and Maiani)
mechanism, and it was responsible for explaining why the K0 → µ+µ− decay
has a smaller branching ratio than was expected.

Figure 2.4: KL → µ+µ− decay, but now through exchange of a virtual c quark.[3]

The generalisation of the Cabibbo mechanism for the three families of
quarks of the SM gives rise to what we call the CKM matrix, as shown in
Equation 2-8. This insight came before the discovering of the third generation
of quarks, firstly as an explanation for CP violation through the presence of
an irreducible complex phase, and got Kobayashi and Maskawa a Nobel Prize
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in 2008. The CKM matrix is a 3 × 3 unitary matrix, and gives us the relation
between the weak and the mass eigenstates of quarks, but now for the case
with the three generations.

d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d
s
b

 (2-8)

A 3 × 3 matrix can be constructed in its most general form in terms of
9 complex numbers, which gives it 18 real parameters. Through the unitarity
condition, 9 constraints arise, remaining only 9 independent parameters.

Given its characteristics, if the CKM matrix had only real elements, it
would correspond to the rotation matrix R, and could be written in terms of
3 rotation angles, θ12, θ13 e θ23:

R =


1 0 0
0 c23 s23

0 −s23 c23

×


c13 0 s13

0 1 0
−s13 0 c13

×


c12 s12 0

−s12 c12 0
0 0 1

 , (2-9)

where cij = cos θij and sij = sin θij, for i, j = 1, 2, 3.
However, because it is a complex matrix, 6 more degrees of freedom are

needed, that is, 6 more complex phases with the form eiδ. We can also rewrite
those phases through a reparameterization in terms of a global phase δ, so that
only one complex phase remains, leading us to a matrix of the form:

VCKM =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =

=


1 0 0
0 c23 s23

0 −s23 c23

×


c13 0 s13e

−iδ′

0 1 0
−s13e

iδ′ 0 c13

×


c12 s12 0

−s12 c12 0
0 0 1

 (2-10)

Thus, as discussed in section 2.4, the presence of a complex phase in the
CKM matrix allows the existence of CP violation.

The experimental values for the elements of the CKM matrix are com-
patible with the unitarity condition, and are the following[22]:

|VCKM| =


0.97435 ± 0.00016 0.22500 ± 0.00067 0.00369 ± 0.00011
0.22486 ± 0.00067 0.97349 ± 0.00016 0.04182+0.00085

−0.00074

0.00857+0.00020
−0.00018 0.04110+0.00083

−0.00072 0.999118+0.000031
−0.000036

 ,
(2-11)
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where is easy to see that out-of-diagonal elements are relatively small, meaning
that the coupling between quarks of different generations is suppressed. So,
we say that weak interactions between quarks from different generations are
Cabibbo-suppressed (or doubly Cabibbo-suppressed if they are two families
apart). From the moduli of the CKM matrix elements, the angles are given by
θ12 = 13◦, θ13 = 2.3◦ e θ23 = 0.2◦[3].

It is important to notice, though, that the existence of a complex phase
that can not be eliminated through reparameterization depends on the number
of quark families in the CKM matrix. A n × n unitary matrix can be defined
in terms of 2n complex phases, where 2n− 1 of those phases can be redefined.
Thus, the number of real parameters needed is given by n2−(2n−1) = (n−1)2.
As the matrix has also to be orthogonal, it contains n(n − 1)/2 parameters
corresponding to the independent rotation angles. Then, the minimum number
of complex phases in an unitary matrix of n dimension is given by[23]:

Nphases = (n− 1)2 − 1
2n(n− 1) = 1

2(n− 1)(n− 2) (2-12)
We can notice then, through Equation 2-12, that for two generations of

quarks (n = 2), it is possible to redefine the CKM matrix in order to rule
out any complex phase, as Nphases = 0. For the three quark families in the
SM (n = 3), on the other hand, there will always be a complex phase in
the CKM matrix, so that this is the minimum number of families necessary
for the existence of CP violation through this mechanism. Clearly, for more
generations of quarks, more complex phases would arise[23].

Since the elements of the CKM matrix have very different magnitudes
(see Equation 2-11), it is possible to parameterise them through the expansion
of λ = sin θC (the sine of the Cabibbo angle). In the so-called Wolfenstein
parameterization[24], the elements of the matrix are written in terms of the
four real parameters λ, A, ρ and η, all of the order of unity (λ ≃ 0.23, A ≃
0.82, ρ ≃ 0.22, η ≃ 0.34), such that the number of powers in each element
indicates its relative size. The CKM matrix can be written until fourth order
contributions, through the Wolfenstein parameterization, as:

VCKM =


1 − λ2/2 λ Aλ3 (ρ− iη + iηλ2/2)

−λ 1 − λ2/2 − iηA2λ4 Aλ2 (1 + iηλ2)
Aλ3(1 − ρ− iη) −Aλ2 1

+O
(
λ5
)

(2-13)
This parameterization helps us observe the “hierarchical” structure of

the CKM matrix mentioned before, in which interactions between quarks of
different families can be singly or doubly suppressed. The matrix elements be-
tween generations one and two are of the order of λ, those between generations
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two and three are of the order of λ2 and those between generations one and
three are of the order of λ3.

We can elaborate more formally this need of a phase that can not be
redefined. As only functions of Vij that are invariant over a global phase
redefinition can have physical meaning, physical quantities can be written
in terms of the moduli of the matrix elements and of VijVklV

∗
ilV

∗
kj (with no

implicit summation)[23]. Besides that, the unitarity of VCKM, in the three-quark-
generations case, defines that the non-reparameterizable imaginary part of all
those four-products of elements of VCKM must have the same modulus[25]:

JCP ≡
∣∣∣Im (

VijVklV
∗

ilV
∗

kj

)∣∣∣ = s12s13s23c12c
2
13c23 sin δCP =

= A2λ6η
(
1 − λ2/2

)
+ O

(
λ10

)
≈ 3 × 10−5

Im
(
VijVklV

∗
ilV

∗
kj

)
= JCP

∑
m,n

ϵikmϵijn,

(2-14)

where ϵikm is the antisymmetric tensor.
This way, any quantity that violates CP in the SM must be proportional

to JCP , which is known as the Jarlskog invariant[26]. This is because only one
non-removable complex phase shows up in the CKM matrix for three families
of quarks[23]. The maximum value allowed for JCP would be 1/(6

√
3) ≃ 0.1,

but its experimental value is substantially smaller, of the order of 10−5. This
is evidence that CP violation is largely suppressed due to the hierarchy of the
CKM matrix elements[25], in Equation 2-11.

Another interesting aspect in Equation 2-14 is the fact that at least four
types of different quarks must be involved in the process (real or virtual) for
CP violation to occur.

In the case where transitions may occur, the CP violating effects are
expected to be stronger when any competing CP-conserving mechanism has a
small amplitude. That is the reason why D meson decays (c → u), for example,
are good candidates[23].

Finally, one way of describing weak phases is through unitarity triangles,
that represent the unitarity of the CKM matrix, which gives us relations of
the form:

3∑
i=1

|Vij|2 = 1; j = 1, . . . , 3 (2-15)

3∑
i=1

VjiV
∗

ki = 0 =
3∑

i=1
VijV

∗
ik; j, k = 1, . . . , 3, j ̸= k. (2-16)

The first equation expresses the so-called weak universality, which means
that the sum of the couplings of an up-type quark with all down-type quarks
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Figure 2.5: The six triangles originated by the unitarity relations of the CKM
matrix elements, in Equations 2-15 and 2-16.[5]

is the same whatever the up quark is; the second equation expresses the
unitarity of VCKM . Since the CKM matrix elements are complex, the relations
in Equations 2-15 and 2-16 tell us that they form triangles in the complex
plane.

A first aspect about those triangles is that a global phase change can,
at most, rotate them in the complex plane, not changing their shape. Besides
that, they all have the same area, given by |JCP |/2. It becomes clear that, due
to the fact that the triangles have a non-zero area (or they would be just a
line), they necessarily have an imaginary part, and because of that, manifest
the existence of CP violation. Taking the inverse path, we notice that without
CP violation, JCP = 0, and the area of the triangles becomes null. Also, the
fact that all triangles have the same area is a consequence of the existence of
only one mandatory complex phase. The different shapes of those triangles is
shown in Figure 2.5.
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2.4
Complex Phases and CP violation

For a physical quantity to be conserved, it is necessary that the Hamil-
tonian of the process in question is invariant under such symmetry transfor-
mation. Hence, for CP to be conserved, we must have:

HCP ≡ (CP )†H(CP ) = H or [H,CP ] = 0, (2-17)
where H† = (H∗)T .

Suppose, for example, a Lagrangian density with a Yukawa coupling,
that describes the interaction between scalar and fermion fields in a quantum
field theory:

L(Y ) = gψ̄LϕψR + g∗ψ̄Rϕ
†ψL (2-18)

The CP transformation of such term gives us:

L(Y ) CP−−→ L(Y )
CP = gψ̄Rϕ

†ψL + g∗ψ̄LϕψR (2-19)
So in order to CP to be conserved, it is necessary that L(Y ) = L(Y )

CP , that
determines the strength of the interaction. That is: CP violation is described
by complex terms appearing in the Lagrangian density, so that g ̸= g∗. For
the strong interaction, described by a Yukawa coupling, g =

√
4παS, where

αS ≈ 0.118. As g is a real parameter in this case, CP is conserved in strong
interactions.

However, not any complex phase has a physical meaning, given that some
of them can be ruled out through a global phase definition, as shown Section
2.3. Thus, CP violation only happens when it is not possible to eliminate all
the complex parameters through a phase redefinition. As, to date, CP violation
has only been observed in weak interactions, those complex phases are called
weak phases[23].

One difficulty that arises from this is the fact that experimentally
observed quantities are expressed as squared matrix elements, in a way that
obscures the presence of these complex phases. A quantity that can indeed be
observed, on the other hand, is the phase difference, i.e., interferences between
complex phases[23], in a way that they either reinforce or cancel each other out.

Supposing an interference of two amplitudes in a given process:

A(i → f) = |A1| eiϕ1 + |A2| eiϕ2 , (2-20)
with i being the initial state and f the final state.

Thus, a term related to the phase difference in the squared modulus of
the amplitude appears:
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|A(i → f)|2 = |A1|2 + |A2|2 + 2 |A1| |A2| cos (ϕ1 − ϕ2) (2-21)

Nonetheless, to get the value of the third term through the transition
rate, it is necessary to know the values of the first two, which is not always
possible to have. Therefore, another approach is necessary.

Additional phases may come up due to final state interactions, such as
strong interactions between the decay products. Those, in opposition to the
weak phases, are called strong phases. They are fundamental for CP violation
detection, since in a CP transformed process, they do not change sign, while
weak phases do.

Thus, performing the CP transformation of a process with a strong and
a weak phase:

A(i → f) = |A1| eiϕieiδ1 + |A2| eiϕ2eiδ2

A(̄i → f̄) = |A1| e−iϕieiδ1 + |A2| e−iϕ2eiδ2
(2-22)

So the difference between the transition rates is:

|A(̄i → f̄)|2 − |A(i → f)|2 = 2 |A1| |A2| sin (ϕ1 − ϕ2) sin (δ1 − δ2) , (2-23)

and goes to 0 for the case when ϕ1 = ϕ2 (assuming that δ1 ̸= δ2). That is the
reason why it is possible to observe the presence of phases that violate CP [23].

With that in mind, we are now able to proceed to an analysis of the
CKM matrix and its terms, knowing the importance of those weak phases for
the presence of CP violation.

2.5
Dalitz plot

This work studies three-body decays, which consist in processes that can
be written as:

X → abc. (2-24)
In these processes, different energy-sharing relationships between the

daughter particles can be defined by their three-momenta relative orientation
and magnitude. As there are three final-state particles, their four-momenta
give us twelve parameters, from which only nine of them are independent, due
to momentum conservation. Also, the relation between energy and momentum
reduces this number to four. Finally, since in the rest frame of the parent
particle the three-momenta of the daughter particles add up to the null vector,
they must be co-planar. It takes then three angles to determine the orientation
of this plane, reducing the number of free parameters to two, leaving only two
degrees of freedom to a three-body decay.
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Figure 2.6: Schematic of a generic Dalitz plot, with the invariant masses m2
12

and m2
13 as the plot axes.[28]

Knowing that, an important tool used in the analysis of three-body
decays is the so-called Dalitz plot (DP), named after Richard Dalitz[27]. It
allows us to represent those decays in a two-dimensional plot by assigning
coordinates with respect to the two axis to each decay event. This way we can
not only observe the event distribution over the phase space associated to the
process but also obtain important information about the mechanisms present
in it.

The two independent parameters used in the DP are the two-particle
invariant masses m2

ij of the final-state particles, which implies a constant
density of states across the space phase, and are given by:

m2
ij = sij = (pi + pj)2 = (Ei + Ej)2 − (p⃗i + p⃗j)2 , (2-25)

where i, j = 1, 2, 3, with each index related to the number of the respective
daughter particle, as illustrated in Figure 2.6. Straight lines like the dashed
one correspond to the loci of the configurations with constant m2

23, in the case
where m2

12 and m2
13 correspond to the graph axes.

By observing Figure 2.6, it is possible to notice that there is a closed
region where the allowed events by kinematics take place. It can be proved
that the density of points should be uniform when there are no dynamic factors
affecting the decay[29], and because of that, every structure in the density of
the plots must be due to dynamic rather than kinematic features. Suppose, for
example, a reaction via an quasi-stable two-body intermediate state:

X → (ab)c → abc. (2-26)
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Figure 2.7: Dalitz plot of the K0π− and nπ− invariant mass squared for the
process K−n → K0π−n.[30]

In this case, the distribution of m2
ab is centred around the invariant

mass of the intermediate-state particle, so that a band of higher than average
density of points appears on the DP, as can be seen in Figure 2.7, for the
K−n → K0π−n process.

2.6
The D+ → π−π+π+ and D+

s → π−π+π+ decays

As discussed above, processes for which there is a transition between
quarks one family apart are called Cabibbo-suppressed. This is the case for
the D+ → π−π+π+ decay, where a D+ meson (cd) goes into a π+ meson (ud)
and a resonant intermediate state dd, that decays into a pair π+π−, as shown
in Figure 2.8.

A phenomenon called mixing, where a particle switches between different
types or states over time, can influence on the type of CP violation. Direct
CP violation happens when a particle and its antiparticle decay into the same
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Figure 2.8: Dominant tree-level diagram leading to the D+ → π−π+π+

decay.[31]

end products but at different rates, without any mixing going on. Indirect
CP violation, on the other hand, occurs when the different decay rates are
influenced by the particle mixing into different states.

In the case of charged mesons, only direct CP violation is possible
because mixing can’t happen with charged particle, as electric charge has to be
conserved. Thus, when searching for CP violation in the D+ → π−π+π+ decay,
we look for differences in the decay rate of the decays of D+ and D−. However,
this difference might be caused by other effects, such as charge asymmetries
in the production of D+ and D−, and final-state particles detection and
identification.

In order to account for the nuisance asymmetries, we use a control channel
for which no CP violation is predicted by the SM, but whose non-CP violation
related asymmetries are assumed to be the same as the D+ → π−π+π+ decay.
In this study, we use D+

s → π−π+π+ as control channel.
Both decays have the same dominating diagrams, but the produced

intermediate resonances are obtained differently, as shown in Figures 2.8 and
2.9. While in the former, it happens through a dd, in the latter it is through a
ss state. This makes these decays have slightly different resonant structures,
but addressing this is beyond the scope of this work. From Figure 2.9, we also
can see that, as there is a V ∗

csVud interaction, this process is Cabibbo favoured,
because there are only transitions of quarks of the same generation.

This work focuses on the study of the charge asymmetries present on the
D+

s → π−π+π+ decay. Our goal is to identify and quantify the contribution
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Figure 2.9: Dominant tree-level diagrams leading to the D+
s → π−π+π+

decay.[31]

of each of the non-CP violation effects listed above across the DP. Then,
having control of each of those effects, we are then able to study the signal
channel D+ → π−π+π+, understanding that what differs from the asymmetries
observed in the control channel could be an indicative of existence of CP
violation.



3
The LHCb Experiment

3.1
The Large Hadron Collider

The LHCb is one of the particle physics experiments located at the
Large Hadron Collider (LHC), which is the world’s largest particle accelerator,
achieving the highest energies. It takes place inside a tunnel located near
CERN, Geneva, that has 27 km circumference and lies between 45 m and 170
m below the surface[32], being formerly used for the CERN LEP machine[33].
The apparatus aims at colliding proton beams with a centre-of-mass energy
of 14 TeV and instantaneous luminosity of 1034cm−2s−1 and also Pb ions with
an energy of 2.8 TeV per nucleon and a peak luminosity of 1027cm−2s−1. Its
circular shape is intended to allow the particles to be accelerated along the
path, but with no need to build an excessively long linear tunnel[34].

Inside the accelerator, two proton beams travel in opposite directions at
speeds close to the speed of light, each in a separate pipe, kept at ultrahigh
vacuum. The beam trajectory is guided by superconducting electromagnets

Figure 3.1: CERN’s Accelerator Complex and Experiments[35]
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chilled down to -271°C by a distribution system of liquid helium.
One may ask where the proton beams come from, before entering the

LHC pipes. The beams flow from the so called CERN’s Accelerator Complex,
portrayed in Figure 3.1, which works so that their energy is boosted at each
step, before being injected in the next machine. The last element of the chain,
of course, is the LHC[36].

The first component of the Accelerator Complex is the linear accelerator.
Although 3.1 shows Linac2, since 2020, the current source of the beams is
the Linear Accelerator 4 (Linac4). The Linac4 accelerates negative hydrogen
ions (one proton and two electrons), before injecting them into the Proton
Synchrotron Booster (PSB), where those two electrons are stripped from the
atoms. After that, the protons are accelerated to 2 GeV and injected into the
Proton Synchrotron (PS). There, the protons are boosted to 26 GeV and sent
to the Super Proton Synchrotron (SPS), where they reach an energy of up to
450 GeV and are finally injected in the beam pipes of LHC.

Inside the LHC rings, the two beams circulate in opposite directions, and
after only 20 minutes they reach the energy of approximately 7 TeV, giving
a total energy at the collision point of 13.6 TeV, through the use of a dipole
field. Finally, the beams are intended to collide in four specific locations of the
ring, which correspond to the positions of the four main detectors: ATLAS,
CMS, ALICE and LHCb.

3.2
The LHCb detector1

The LHCb is an experiment for flavour physics. It studies the CP
violation in hadron decays with quarks b and c, as well as rare decays, where
indirect evidence of new physics could be found. This is a topic of the utmost
importance, as it may help us find sources of CP violation outside the Standard
Model, thus, we may find better explanations for the asymmetry between
matter and antimatter in the Universe.

In addition to ATLAS and CMS, LHCb is more focused in collisions
of proton beams (differently from ALICE, focuses on ion collisions). But a
huge difference between their structure is that LHCb is a single-arm spec-
trometer, while the others surround the entire collision point with an enclosed
detector[37]. In other words, LHCb detects particles thrown forwards by the
collision in one direction. This is because at high energies, b- and b-quarks

1The description of LHCb given here refers to its features at the time of the analysis
(2016-2018). Further improvements have been done since then.
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Figure 3.2: Side view of the components of the LHCb subsystem[38]

(and also c- and c-quarks) are predominantly produced in the same forward
or backward cone.

The detector consists of a series of sub-detectors. The first of them is
located closest to the collision point, and the others are placed one after the
other, over a distance of 20 meters. The main components of the LHCb subsys-
tem, sketched in Figure 3.2 are briefly discussed in the following subsections.

3.2.1
Magnet

A magnet is used in the LHCb to help measure the momentum of charged
particles. The magnetic field bends the paths of positive and negative particles
in opposite directions, making it possible to also identify their charge and then
calculate their momenta.

The LHCb uses a warm dipole magnet which provides a bending power
of about 4 Tm and covers the forward acceptance of ±250 mrad vertically and
of ±300 mrad horizontally[39]. This magnet consists of two identical coils of
conical saddle shape placed mirror-symmetrically to each other, each composed
fifteen pancakes arranged in five triplets produced of pure Al 99.7%[39].

Also, the polarity of the magnetic field can be inverted, taking data
with the field pointing either up (MagUp) or down (MagDown), to cancel
asymmetries caused by overall detector efficiency.
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3.2.2
Vertex Locator (VELO)

Right around the collision point, the first component of the so-called
Tracking System is the VErtex LOcator (VELO), which aims at providing
precise measurements of track coordinates close to the interaction region[39]. It
is inside the VELO sub-detector that the proton beams collide.

The VELO is constituted of 42 silicon modules disposed along the beam
axis, as shown in Figure 3.3, providing a precise measurement of r and ϕ, in
azimuthal coordinates.

Figure 3.3: Two of the VELO silicon modules (left) and one side of their
disposition on the detector (right)[40].

As B- and D-mesons have very short lifetimes, their trajectories are very
close to the beam, and for this reason, VELO modules are positioned at a radial
distance of just 7 mm from the collision point. Thereby, the task of VELO is
to reconstruct those particles from the multitude of particles produced by the
collision by measuring the distance between the collision point and the point
where they decay[41].

3.2.3
Silicon Tracker

The Tracking System is also composed of a Silicon Tracker, which
comprises the Tracker Turicensis (TT) and the Inner Tracker (IT), both
constructed of p+-on-n silicon microstrip detectors.[42]. The main goal of the
Silicon Tracker is to provide efficient reconstruction of charged-particle tracks.
For TT and IT, respectively, the total hit efficiency is shown to be more than
99.7% and 99.8%. Using data from 2011, the hit resolution was calculated to
be 52.6 µm for the TT and 50.3 µm for the IT.

Each TT module has read-out sectors with one, two, three or four
sensors bonded together, in a way that the single-sensor detectors are closer
to the beam-pipe. Those sensors are located upstream of the LHCb dipole
magnet, covering the full acceptance of the experiment, i.e. the range of particle
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Figure 3.4: Illustration of the disposition of the TT, IT and OT modules on
the experiment.[43]

momenta and trajectories that the detector is able to effectively measure, as
shown in Figures 3.2 and 3.4.

On the other hand, the IT has two types of sensor. Some are thicker (410
µm) and bonded together on either side. The others are thinner (320 µm) and
placed above and below the beam-pipe. They cover a cross-shaped region in
the centre of three large planar tracking stations downstream of the magnet,
as illustrated in Figure 3.4, namely T1, T2 and T3.

3.2.4
Outer Tracker

The blue region on Figure 3.4 consists of the Outer Tracker, a straw-tube
detector that composes the outer parts of the tracking stations T1–T3, and its
main goal is the tracking of charged particles and the measurement of their
momentum over a large acceptance area[39].

When charged particles pass through the tubes, they ionise gas along
their trajectory, allowing us to measure the drift-times of the ionisation
electrons to the wire located at the centre of the straw. This information
is used then to reconstruct the particles trajectories by getting to know its
relative position. The tubes have an inner diameter of 4.9mm and are filled
with a gas mixture of Ar (70%) and CO2 (30%).
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3.2.5
RICH

Located on each side of the magnet, as shown in Figure 3.2, the Ring-
Imaging Cherenkov (RICH) detectors are two of the components responsible
for the particle identification on LHCb. They work by measuring the Cherenkov
radiation emitted by the passage of charged particles, which consists of a cone
of light that is produced when a particle moves through a medium at a speed
greater than the phase velocity of light in that medium. When this cone hits
the detector, it produces a ring, so that the momentum and the ring’s radius
allows us to distinguish different types of hadrons. This detector is a crucial
tool when it comes to distinguishing pions and kaons, a very important task
in the study of beauty and charm hadrons.

RICH-1, the upstream Cherenkov detector, covers the low momentum
charged particle range ∼1 – 60 GeV/c, while RICH-2, covers the high momen-
tum range from ∼15 GeV/c up to and beyond 100 GeV/c[39]. The former is
placed after the VELO, while the latter is placed after the magnet and the
tracking system. Figures 3.5 and 3.6 illustrate the structure of each of the
detectors.

Figure 3.5: Schematic sideview of
RICH-1 detector, which uses silica
aerogel and C4F10 gas radiators.[39]

Figure 3.6: Schematic topview of
RICH-2 detector, which uses a CF4
gas radiator.[39]

3.2.6
Calorimeter System

Another component that works on particle identification, as well as en-
ergy measurements, is the Calorimeter System. It identifies electrons, pho-
tons, and hadrons by stopping the particles as they pass through the detector
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and measuring the amount of energy lost by them as each one stops. The
passing particles produce showers of secondary particles inside the detector,
which excite the medium and produce scintillation light, transmitted to a
photomultiplier[44].

The identification of neutral pions and prompt photons performed at this
stage is a fundamental step, as calorimeters are the main way of identifying
neutral particles.

An electromagnetic calorimeter (ECAL) is followed by a hadron calorime-
ter (HCAL), so that the former measures the energy of electrons and photons,
and the latter samples the energy of hadrons.

In addition to the two calorimeters, the system is composed of other
layers: the Scintillating Pad Detector (SPD) and the Pre-Shower Detector
(PS). The SPD and PS are composed of scintillating pads 15 mm thick.
While the SPD determines the charge of the incident particles, by detecting
their ionization patterns and analyzing the curvature of their trajectories in a
magnetic field, the PS auxiliates the identification of electromagnetic showers
initiated by electrons or photons at the ECAL. In association with the ECAL,
they are used at trigger level to indicate the presence of electrons, photons,
and neutral pions.

As the hit density varies over the calorimeter surface, the layers adopt a
variable lateral segmentation. While SPD, PS and ECAL possess a segmenta-
tion in three sections, HCAL is segmented in only two zones, but with larger
cell sizes, as shown in Figure 3.7.

Figure 3.7: Illustration of one quarter of the front face of the calorimeter system
layers. In the left, the lateral segmentation of the SPD, PS and ECAL, but with
the cell dimensions corresponding to ECAL. On the right, the segmentation of
the HCAL[39].

After the SPD and the PS, the following layer corresponds to the ECAL.
It uses a ‘shashlik’ technology of alternating scintillating tiles and lead plates
and its cell sizes varies from 4 x 4 cm to 12 x 12 cm as it goes further. The
HCAL is positioned after the ECAL, and it is composed of thin iron plates
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interspaced with scintillating tiles paralel to the beam pipe. Similarly to ECAL,
its cell sizes vary from 13 x 13 cm to 26 x 26 cm as it goes further.

3.2.7
Muon Detector

The last component of the LHCb subsystem is the Muon Detector. Muons
are present in the final states of many decays, and provide a tag of the initial
state flavour of the accompanying neutral mesons[45], making muon detection
a fundamental step for the LHCb experiment.

Five rectangular stations make up the muon system, and their size
increases from one to the other, such that together, they all cover a total
area of 435 m2, about the same as a basketball court. The positions of these
stations are shown in Figure 3.2.

Each of the muon system stations is divided into four regions, with
different logical-pad dimensions, each twice the size of the previous one and
with increasing distance from the beam axis, as shown in Figure 3.8, that
illustrates the view of one quadrant of muon station 2. Despite their different
sizes, each region have approximately the same geometrical acceptance.

Figure 3.8: Scheme of one quadrant of the muon station 2.

The detectors provide binary (yes or no) information about the muon
detection, employing distinct readout methods in different parts of the detec-
tor, namely anode wire readout, cathode pad readout or both. Anode wire
readout involves measuring electrical signals generated by muons passing near
fine wires under high voltage, while cathode pad readout captures charge dis-
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tributions on metal pads to map the particle’s trajectory as it moves through
the detector.

3.2.8
Trigger

Approximately 40 million proton-proton collisions occur every second
inside the LHCb detector, making it a really complicated task to register the
information extracted from all those events, as it would require an enormous
storage capacity. So in order to select the events of interest, it is necessary to
employ an electronic system called “trigger”, that uses information from the
sub-detectors described above to choose the events to be recorded[42].

This selection is made in two levels, by two different systems: the Level-0
(L0) and the High Level Trigger (HLT). The former makes decisions in real-
time based on information from the calorimeter and muon systems, reducing
the original rate of 10 million events per second to only 1 million, discarding
the information of the remaining events. The latter takes more time to make
its decisions, as the events filtered by the first level trigger are fed to 2,000
state-of-the-art computers, located at the LHCb site, in order to select the
interesting events to save. At the end of this second step, the rate of events
falls down from 1 million to 2,000 per second.

The criteria used by the L0 trigger is to select high transverse energy
electrons, photons or hadrons from the calorimeters or high transverse mo-
mentum muons from the muon system. Then, this information is processed by
a Decision Unit that derives the final Level-0 decision for each bunch.

Differently, the HLT is divided in two sequential sub-levels: HLT1 and
HLT2, which outputs the desired fraction of events. The HLT1 trigger confirms
the selection made at L0, by performing a partial event reconstruction adding
information from the tracks from VELO. On the other hand, the HLT2 trigger
performs a complete event reconstruction, by implementing more rigorous
algorithms and using tracks in the VELO as seeds for the rest of the tracking.



4
Data Selection

This chapter outlines the methodology employed for selecting D+
s →

π−π+π+ data and obtaining the final sample used in the analysis. It also
discusses the generation of the simulations used as a proxy in the selection,
for the study of specific background contributions (contamination by other D+

s

decays).
The information that comes from the LHCb detectors has to be recon-

structed, in order to select true D+
s → π−π+π+ events. This process starts with

an online event selection performed by the trigger systems during data taking,
followed by an offline selection. The criteria for selection are carefully chosen to
ensure the largest statistical significance in the sample number of events while
avoiding distortions throughout the phase space caused by wrongly selected
events.

4.1
Data and Monte Carlo samples

4.1.1
Data sample

The analysis is performed using the data collected in pp collisions at
√
s = 13 TeV by LHCb in the years 2016-2018, corresponding to 5.6 fb−1 of

integrated luminosity. From approximately 40 million collisions per second, the
trigger reduces to around 10 thousand per second, taking in consideration the
main features of B and D decays.

Trigger categories can be of two types: TIS or TOS. TIS stands for
“Trigger Independent of Signal”, and refers to events where the trigger decision
is independent of the decay of interest. TOS on the other hand stands for
“Trigger On Signal”, and refers to events where the trigger decision is based
on both the decay of interest and the patterns or characteristics in the data
that are indicative of that particular decay. The data set we use comes directly
from the HLT2 algorithm, which requires the D+

s candidates to be TOS on
HLT1 and TIS on any L0 algorithm[46]. The criteria used in each selection step
presented throughout this chapter are shown in Appendix A.

The HLT1 algorithm employs a multivariate analysis (MVA) to select
the candidates. It consists of a statistical technique used to analyse data
sets that involve multiple variables, so that the relationships between two or
more variables are studied simultaneously in order to understand how they
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are related to each other. The MVA integrates various aspects of the event,
like the shape of tracks, momentum, and vertex information, to discriminate
between signal and background.

To prepare the samples for analysis, a preliminary event selection is
performed using mild requirements, displayed on Table A.4 in Appendix A.
This step was executed by the central production[47]. The three-body invariant
mass distribution of the data sample that meets all the selection criteria up
to the central production level is displayed in Fig. 4.1 and the approximate
number of signal candidates is 117.4 million.
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Figure 4.1: Invariant mass distribution of candidates which satisfy all the
selection criteria up to the central working group production.

4.1.2
Simulated samples

Monte Carlo (MC) simulations are used for determining the parameters
of the signal probability density functions (PDFs) Psig(m) in invariant mass fits
and for modelling the contribution of a specific background channel, namely
D+

s → η′π+.
Events are generated with an amplitude based on a resonant model.

This is performed using Pythia[48], to generate the pp collision. Additionally,
the Geant[49] toolkit is used to simulate the detector response. To improve
the efficiency of generation, we discard the events that would not be entirely
reconstructed, by applying cuts in the generation step. The number of MC
events for the signal channel is shown in Table 4.1

Generator level cuts of the MC samples for the background channel
D+

s → η′π+ were also applied, and the reconstructed events were filtered using



Chapter 4. Data Selection 31

Table 4.1: Number of simulated events available for the signal channel

Year Polarity N. of events
2016 Up 5406187

Down 5442096
2017 Up 5886522

Down 5889346
2018 Up 5290156

Down 5256483

the D+
s → π−π+π+ HLT2 line. The number of MC events of this background

decay available for analysis is shown in Table 4.2.

Table 4.2: Number of simulated events that passed the HLT2 D+
s → π−π+π+

line, available for the background channels.

Year Polarity N. of events
2016 Up 320239

Down 324473
2017 Up 320408

Down 327480
2018 Up 320417

Down 330805

4.2
Offline Event Selection

4.2.1
Fiducial and cloned tracks cuts

To eliminate regions with a high level of asymmetry not related to the
physical phenomena, fiducial cuts are made, through which few events are
discarded. This also helps us reduce the amount of background noise. We use
the same cuts on both the signal and control samples, so that the control
channel acts as a good representation of the asymmetries we expect to see in
the signal sample. To improve signal purity and further reduce background
noise, we use a MVA.

Low momentum particles can be driven away from the detector’s range
by the magnetic field, which creates a charge asymmetry. The control sample
is used to define cuts that reject regions with large asymmetries, which can
be applied to the signal sample as well. The three final particles must also fall
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within a momentum and pseudorapidity range where the RICH detectors yield
reliable PID, and events with a high SPD hit count are rejected. Additionally,
some same-charge pion tracks may be duplicates of a single track, with only
slight differences between them. This contribution of cloned π+ tracks is
studied using the distribution of two slope difference variables, dTX23 and
dTY23

1, which are defined as:

dTX23 = px2

pz2

− px3

pz3

dTY23 = py2

pz2

− py3

pz3

, (4-1)

and they are selected by requesting |dTX23| > 6 × 10−5 and |dTY23| >
6 × 10−5.

4.2.2
Specific background contributions

One of the goals of the offline selection process in this study is also to
effectively reduce background contributions to the data samples. To achieve
this, specific selection criteria are applied to the candidate events in order to
minimise the impact of certain sources of background.

Firstly, to reduce the contribution from D+
s candidates originating from

b-hadron decays, we filter by the value of the impact parameter χ2 of these
candidates. This variable represents the perpendicular distance between the
path of a particle before and after an interaction with a target. In addition, to
minimise the contamination from partially reconstructed semi-leptonic decays
of D+

s mesons, candidates for which any of the final state tracks match hits
in the muon chambers are rejected. A loose particle identification (PID) cut
(ProbNNpi>0.3) is also applied to all daughter particles, in order to reduce
kaon contamination from other three-body decays.

Another potential source of background is the D+ → K−π+π+ feed-
through, when a true kaon from the opposite charge daughter is misidentified as
a pion in the D+

s → π−π+π+ decay. Stringent PID requirements (ProbNNk <
0.2) are put in place to reduce this contamination. To ensure charge symmetry,
the same PID cut is applied to all three tracks. The tight PID requirement
is imposed on the pions from D+

s → π−π+π+, which significantly reduces the
D+ → K−π+π+ background. This requirement results in an efficiency of 98%
for D+

s signal candidates.
After applying all of the above selection criteria, there still exists a

background contribution to the D+
s → π−π+π+ sample, arising from the

combination of a D0 → π−π+ decay with a random π+. For each D+
s candidate,

the invariant masses of the π−π+ pairs, mlow and mhigh, are calculated (giving
rise to the squared invariant masses slow and shigh as well). This is done by
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combining each of the two positively charged pions (π+π+) and the negatively
charged pion (π−) to form two possible pairs of pions. The lowest invariant mass
is defined as mlow, and the other pair is defined as mhigh. This background is
reduced to a low level with the requirement mhigh < 1.84 GeV/c2, which keeps
essentially 100% of the signal candidates.

Some specific background contributions may still remain in the samples
after those selection steps. These are partially or fully reconstructed charm
decays, which require the inclusion of a specific model in the mass PDF.
Because of that, the only decay mode considered here for such background
contributions is D+

s → (η′ → (ρ0 → π−π+)γ)π+, where the γ in the final
product is not detected.

4.2.3
MVA selection

The MVA selection is a step used to improve the purity of samples by
reducing the combinatorial background. We employ a N-fold technique where
each year’s sample is randomly divided into two folds, resulting in 6 folds
(N = 6). The procedure is done by training a Gradient Boosted Decision Tree
(BDTG) classifier using the TMVA package on each fold of the data, with
simulated D+

s → π−π+π+ decays as the signal input and events from the
sidebands as the background input. The training, test and application of the
BDTG classifiers are done separately for the D+ and D+

s channels, but the
same input variables and hyper-parameters are chosen. The classifiers are then
applied to each fold for both data and reweighted MC samples. The final weight
for a given fold is randomly selected from one of the five classifiers trained with
the other folds to avoid biases in the test and application processes. The yields
are estimated by preliminary fits to test data samples with 2M events. The
figure of merit to define the response requirement is the signal significance,
given by Equation 4-2. The cut chosen was valBDTG_rand > −0.45, which
is around 90% efficient. The fraction of events with multiple candidates is
approximately 0.02%, and these candidates are kept in the sample.

Significance = S√
S +B

. (4-2)

Since MC samples are used as a proxy for the signal, it is necessary that
the distributions of the variables used in the selection match those obtained
from the data. However, differences were noticed in the data distributions,
hence the procedure is carried out separately for each year and magnet polarity.
To accomplish this, we employ the machine-learning algorithm Gradient Boost
Reweighter[50].
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4.2.4
Background matching procedure

Finally, an extra step is necessary for the specific background MC
samples. In order to make sure that we are taking the right decay, we check
the daughter particles genealogy through a matching procedure.

Since the decay we want to get is the D+
s → η′(ρ0γ)π+, the mother

particle of the first pion, for example, must be a ρ(770)0, and the grandmother
a η′. To guarantee that, we check Particle Data Group’s (PDG) Monte Carlo
Particle Numbering Scheme[51] and require that the values of the MC_MOTHER_ID
and MC_GD_MOTHER_ID variables of each particle is equal to the corresponding
number for the desired particle.

Our possibilities are:

– p1_MC_MOTHER_ID = 113,
p1_MC_GD_MOTHER_ID = 331,
p2_MC_MOTHER_ID = 113,
p2_MC_GD_MOTHER_ID = 331 and
p3_MC_MOTHER_ID = 431
or

– p1_MC_MOTHER_ID = 113,
p1_MC_GD_MOTHER_ID = 331,
p2_MC_MOTHER_ID = 431,
p3_MC_MOTHER_ID = 113, and
p2_MC_GD_MOTHER_ID = 331,

so that we make sure that we are getting actual D+
s → η′(ρ0γ)π+ events.



5
Study of the D+

s → π−π+π+ channel asymmetries

The main goal of this study is to understand the influence of instrumental
and production charge asymmetries on the control channel D+

s → π−π+π+.
We identify these sources of asymmetry and subtract them when we look the
signal channel, as mentioned on Chapter 2. Then, the difference in their total
asymmetry must be due to physical contributions, indicating the possibility of
existence of CP violation in the D+ → π−π+π+ decay.

In order to understand how each of these sources of asymmetry affects
the DP locally, we use the Mirandizing technique[52], that provides a model
independent mapping of local charge asymmetries, as will be explained later
in this chapter.

To do that, we generate MC samples and inject the asymmetry con-
tributions on them one by one, according to measurements previously
performed[53][54][55], as will be discussed on the next session. Following this,
we divide the DP in 2D cells and, for each of those, use the Mirandizing tech-
nique to compute the significance on the difference on the numbers of D+

s and
D−

s candidates.

5.1
Preparation of the Monte Carlo samples

As explained above, it is necessary to use simulated samples of D+
s →

π−π+π+ to understand how each asymmetry component affects each region
of the DP. Full simulation samples, though, typically require a long time for
their generation, reconstruction and selection, in addition to the large storage
requirements to save them. Because of that, we used RapidSim[56], a tool that
allows us to quickly generate samples through a particle-gun-like approach,
where only the decaying particle is simulated, not the underlying event, thus
saving time and storage.

The parent production kinematics from Full MC are used to generate
those samples, using the same samples sizes as data. Also, the same selection
criteria as data were used whenever it was possible. Additionally, vertex and IP
smearing expressions have been modified to correspond to the actual efficiency
of the LHCb detector.

Because we need the RapidSim samples to be as realistic as possible in
comparison to the data samples, it is necessary to carry out a reweighting
procedure. It consists on assigning weights to the distribution of a specific
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variable in the target sample. The goal is to adjust the target samples
distribution of that variable to closely match the distribution of the same
variable in the original (source) sample. In our case, the target distributions
are variables of the RapidSim samples, and the original ones are those same
variables of the data samples.

But prior to the reweighting, the background of the data sample is
subtracted via sPlot technique[57], to make sure we take into account in the
procedure only the signal contribution. This technique consists in assuming
that the events are characterised by two sets of variables: those for which
the distributions of all the sources of events are known, called discriminating
variables, and those for which the distributions of some sources of events are
either truly unknown or considered as such, called control variables. In this
sense, the sPlot technique allows us to reconstruct the distributions for a
control variable based on the distributions of a discriminating one.

This is done by performing an invariant mass fit on the data sample, and
assigning a signal and a background weight to each event, based on the signal
and background components of the distribution. The signal PDF is expressed
by the the sum of one Gaussian and two Crystal Ball functions[58], which consist
of a Gaussian core portion with a power-law low-end tail:

CB(m | α, n, µ, σ) = N

exp
(
− (m−µ)2

2σ2

)
, for (m−µ)

σ
> −α

A
(
B − (m−µ)

σ

)−n
, for (m−µ)

σ
≤ −α

(5-1)

where

A =
(
n

|α|

)n

exp
(

−|α|2

2

)
, B = n

|α|
− |α|,

N = 1
σ(C +D) , C = n

|α|
1

n− 1 exp
(

−|α|2

2

)
,

D =
√
π

2

(
1 + erf

(
|α|√

2

))
,

so that the signal PDF ends up to be:

Psig(m) = [(1 − fCB1 − fCB2) ×G (µ1 + ∆µ, σ1 + ∆σ)]+
[fCB1 × CB1 (µ1, σ1, α1, N1)]+
[fCB2 × CB2 (µ2, σ2, α2, N2)],

(5-2)

where f1 and f2 are the PDF fractions for the two Crystal Balls, and ∆µ and
∆σ are the mean and sigma offsets for the Gaussian function, related to the
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values of the first Crystal Ball.
The background PDF, on the other hand, corresponds to a second-order

Bernstein polynomial (n = 2):

Pbkg(m) =
n∑

i=0
ai

 n

i

mi · (1 −m)n−i, (5-3)

where a2 = 1 was fixed.
The plots of the data with sPlot weights are in Figure 5.1, with the

samples separated by the year they were taken and the polarity of the LHCb
magnet (Chapter 3) when they were measured.

Besides performing the sPlot on the data sample, it is also necessary to
take into account the particle identification (PID) efficiency on the RapidSim
sample before the reweighting procedure. Those values are also obtained
through calibration data[54], and each event receives a PID efficiency weight,
depending on the daughter particle involved, and also the year and polarity
of the detection. As the generated MC samples do not correspond to any
measurement at first, it is necessary to define a sample to represent each year
and each polarity, with the same size of the data ones, for us to consider the
specific weights for the PID efficiency.

In possession of the signal weights for the data sample and the PID
efficiency weights for the RapidSim sample, we are able to proceed to the
reweighting. The variables to be reweighted are the momentum p, the trans-
verse momentum pT (that corresponds to the component of p perpendicular
to the beam line) and the pseudorapidity η of the daughter particles, and also
the invariant masses squared s12 and s13. The pseudorapidity is calculated as:

η = − ln
[
tan

(
θ

2

)]
, (5-4)

where θ is the angle between the positive direction of the z axis and the particle
momentum. And the invariant masses squared sij (not to be confused with the
sines of the angles of the CKM matrix) are given by:

s12 = (p1 + p2)2 = (p− p3)2 ,

s13 = (p1 + p3)2 = (p− p2)2 ,

s23 = (p3 + p3)2 = (p− p1)2 ,

(5-5)

where
p = p1 + p2 + p3. (5-6)

The procedure is carried out with GBReweighter from the hep_ml
library[50] of Python. For the predicted weights to be unbiased, besides the
six original MC samples (corresponding to MagUp and MagDown polarities
for the 2016, 2017 and 2018 samples), six other samples were generated
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Figure 5.1: Components sPlot invariant mass fit of each data sample of the
D+

s → π−π+π+ channel, separated by year and polarity.
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via RapidSim, with 4M events each. Those extra samples were used for the
FoldingReweighter training, and then the predicted weights obtained in each of
the six trainings were applied on the corresponding original RapidSim sample.
The hyperparameters used are listed in Table 5.1.

Hyperparameter Value
n_estimators 500
learning_rate 0.1
max_depth 6
sub_sample 0.7

Table 5.1: Hyperparameters used on the reweighting procedure.

Figures 5.2 and 5.3 show the distributions of the reweighted variables
of the 2016 MagDown samples, before and after the reweighting procedure,
respectively, for Data and MC. It is possible to notice how the technique
succeeds in providing weights to those distributions so that the MC sample
has the same kinematic distribution as the data sample.

The quality of the reweighting procedure can be quantified by observing
its associated receiver operating characteristic (ROC) curve. It consists in a
graph of the true positive rate (TPR) versus the false positive rate (FPR),
which provides us the performance of a classification model. In other words,
we can see how distinguishable the MC sample is in comparison to the data
sample.

Figure 5.4 shows the ROC curve for the 2016 MagDown sample. The
blue curve represents the MC sample before reweighting, and the orange one
represents the sample after the procedure. We can see that after reweighting,
the ROC curve approaches the dashed line, that represents a random classifier;
the closer to this dashed line, the more indistinguishable the distributions are.
To quantify that, we measure the area under the curve (AUC), that tells us
how good the model is at distinguishing our samples. For example, if AUC
= 1, the model is correctly distinguished 100% of the times; if AUC = 0,
on the other hand, the model is never correctly distinguished. Given that, an
indistinguishable model must have an AUC close to 0.5, that is, a 50% rate of
success. We can see then in Figure 5.4 that our procedure was satisfactory, as
we got an AUC of 0.505.

The plots for the other years and polarities are in Appendix B.
The final step of the RapidSim samples preparation is the inclusion

of the instrumental and production asymmetries. It is assumed that those
contributions to the so-called raw asymmetry are small, so that higher-order
or cross terms would be so small that they could be neglected. Thus the
asymmetry can be factorised as:
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Figure 5.2: Comparison between the reweighted variables distributions of the
Data and MC 2016 MagDown sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure 5.3: Comparison between the reweighted variables distributions of the
Data and MC 2016 MagDown sample, after the reweighting procedure. All
variables are shown in GeV. We can see then how similar the distributions get
after the procedure.
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Figure 5.4: ROC curve of the 2016 MagDown reweighted MC sample.

Araw = N+ −N−

N+ +N− ≈ ACP + Ainst + Aprod , (5-7)

where N+ and N+ are the number of candidates for the positive and negative
particle, ACP is the CP asymmetry, Ainst is the instrumental asymmetry, that
is related to the detector and the measurement procedure, and Aprod is the
production asymmetry, which arises from the hadronisation process in the
production of the initial state hadron. The instrumental asymmetry can be
factorised in two components, namely the PID induced charge-asymmetry APID

and the other detector related asymmetries, given by Adet. This gives us:

Araw ≈ ACP + APID + Adet + Aprod . (5-8)
The algorithm for the asymmetry insertion takes the value of certain

kinematic parameter for an event and finds the measured value for the corre-
sponding asymmetry. For example, the value for the detection asymmetry Adet

depends on the momenta of the three daughter particles. The PID asymme-
try APID , on the other hand, takes in consideration both the momentum and
the pseudorapidity of the three daughters. The production asymmetry Aprod,
differently, depends on the transverse momentum of the mother particle, but
the reference values are different depending on the rapidity y of this particle,
which is given by:

y = 1
2 log

(
E + pZ

E − pZ

)
. (5-9)
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With the calculated values for each asymmetry in hand, it is necessary to
implement the following algorithm in order to insert them into the RapidSim
sample:

– Compute the total asymmetry A assuming factorisation (Equation 5-8);
– Calculate the ratio:

R = (1 + A)
(1 − A) = N+

N− , (5-10)

corresponding to the calculated asymmetry.

– If R > 1 and the event is a D−
s , reject it with probability (1−1/R);

– If R < 1 and the event is a D+
s , reject it with probability (1 −R);

– Else (R > 1 and event is D+
s or R < 1 and event is D−

s ): accept
event.

At the end of this procedure, the RapidSim samples are ready to use for
our purposes, as they now have the necessary asymmetries introduced.

Then, rather than the difference between the D+
s and D−

s candidates
in each DP bin, as mentioned before, we compute the significance of this
difference, called SCP .

The formula to calculate the SCP is given by:

S i
CP = N+

i − αN−
i√

α
(
δN+2

i + δN−2
i

) , α ≡ N+

N− , (5-11)

where N±
i and δN±

i are the number of signal candidates in the ith bin
of the D±

s DP and its corresponding uncertainty. Similarly, N± is the total
number of D±

s signal candidates, integrated over the DP, and the constant α
removes the global net asymmetry.

The importance of this measure is that the p-values that result from
it give us the degree of confidence that the differences between the D+

s and
D−

s Dalitz plots are caused only by statistical fluctuations. The p-value is
calculated as the probability of obtaining a test statistic as extreme as, or
more extreme than, what was observed, assuming the null hypothesis is true.
For that reason, a p-value smaller than 3×10−7 corresponds to an observation
of CPV with a significance larger than 5σ.

But since our RapidSim samples possess only signal events, there is no
uncertainty associated to the unsure the candidates correspond to signal or
background. For that reason we can use the error associated to the number of
signal candidates in the data sample as input on the RapidSim SCP calculation.
To obtain those, we must perform a fit to its mass distribution, as will be
explained on the next session.



Chapter 5. Study of the D+
s → π−π+π+ channel asymmetries 44

5.2
Mass fit on the data sample

In order to obtain the values for N±
i and δN±

i in Equation 5-11, it is
necessary to distinguish the signal and background contributions to the mass
distribution of the sample in question.

While the RapidSim samples possess only signal events, the data samples
contain also background contributions. To distinguish between the signal and
background distributions, we perform a mass-per-bin fit on the data sample,
parameterising the signal and the background, each with a different PDF.

Differently from the approach on the sPlot step, here we perform the
fits in each bin separately to take in consideration the differences among each
region of the DP. As shown by Equation 5-11, the SCP will be computed for
each bin, so we need the best precision possible in the determination of the
number of D+

s candidates, as well as its associated error.
This bin division could be done in many different ways, each of them with

distinct motivations and advantages. In this work, we chose a physics motivated
binning, in which each of the bins comprehends regions with different resonance
contributions or specific kinematics, in order to take into account the local
effects generated by each component of the resonant structure across the DP.
The interference between the S-wave and the P -wave, which are components
of the wave function, makes the CP asymmetry change signs when crossing
the nominal mass of the resonances, as well as the helicity angle, which is the
angle between a particle’s direction of motion and its spin.

The used binning scheme is presented in Figure 5.5. To show how the
bins are related to the resonant structure of the decays, Figures 5.5a and 5.5b
display it placed over the D+ → π−π+π+ and D+

s → π−π+π+ Dalitz plots,
respectively. The D+ → π−π+π+ decay was used as reference for this binning
scheme, as it is ultimately our object of study. One may notice though that
there are some differences in the shape and size of the DP’s in Figures 5.5a
and 5.5b. To take this into account, for the D+

s → π−π+π+ control channel,
some of the bins in the border were extended to include the parts that were
beyond the limits of the original binning scheme used for the signal channel.

With the binning scheme at hand, we have what we need to proceed to
the mass-per-bin fits. In order to do that, we create mass histograms with the
events of each bin, in order to fit those distributions separately. As we take in
consideration the local differences of the mass distributions in each bin, each fit
has its own particularities. In most of the cases we can use the same function
for these contributions in all bins, and those differences result only in different
parameters for the signal and background PDF’s. But in some cases, specific
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(a) D+ → π−π+π+

(b) D+
s → π−π+π+

Figure 5.5: Physics motivated binning scheme used in this work, placed over
the D+ → π−π+π+ and D+

s → π−π+π+ Dalitz plots, respectively. The colors
represent the number of candidates in that region
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background contributions show up, and must be dealt with.
The signal PDF is described by the sum of one Gaussian and two Crystal

Ball functions similarly to what we do in the sPlot case, as shown in Equation
5-2.

On the other hand, the background PDF can have two different con-
tributions. One of them corresponds to the combinatorial background, given
by random three-track associations, and is expected to be the major back-
ground contribution to the data samples. As it comes from combinations of
uncorrelated tracks which pass the selection algorithms, this background is ex-
pected not to introduce any structure on the DP, and have a broad distribution
over the invariant mass of the three pions. This background is described by a
second-order Bernstein polynomial, detailed in the sPlot step above (Equation
5-3).

The other background contribution comes from partially reconstructed
D+

s → (η′ → (ρ0 → π−π+)γ)π+ decays without misidentified particles, and
is called specific background. One may notice that the intermediate process
η′ → ρ0γ has a γ as sub-product, giving rise to a four-particle final state.
As a consequence of that, the invariant mass of the 3 pions appears as a
background contribution at the lower mass region of D+

s → π−π+π+, and is
parameterised by a Gaussian function (more specifically its high mass tail), as
shown in Figure 5.6. However, as it comes from a resonance, it appears only
at the ρ(770)0 region on the DP; thus, this contribution to the total PDF is
only included at the bins in this DP region, as demonstrated in Figure 5.7.

Figure 5.6: Full Monte Carlo Distribution of the D+
s → η′π+ decay, fitted with

the right tail of a gaussian function.
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Figure 5.7: Distribution of the D+
s → η′π+ MC events across the D+

s →
π−π+π+ Dalitz plot.

But in order to fit those mass distributions, we keep constant the
parameters that we already know the value, and leave free only the parameters
that we do not know the value beforehand. For example, for the signal PDF,
we can obtain the parameters of its shape through the fit of the Full MC
simulations of the D+

s → π−π+π+ decay, as it must have the same behaviour as
the data samples, with the advantage of not having background contamination.
Similarly, we can find the parameters of the Gaussian background through the
fit of the D+

s → η′π+ MC sample. It is important to stress out that this
D+

s → η′π+ MC sample must have passed through the same selection criteria
used by the data sample, detailed in Chapter 4, so that we make sure that it
has a similar behaviour to the actual specific background.

For the signal PDF (Equation 5-2) the ratio between the σ of the
Gaussian function and the Crystal Balls, the Gaussian fraction, the α and
N parameters of the Crystal Balls and the mean offset are fixed by the MC fit
results.

When it came to the specific background PDF, on the other hand, all
the parameters of the Gaussian function were fixed, with different values for
each of the bins with D+

s → η′π+ contribution to the background. Also, an
extra parameter was included, to take into account the fraction of the total
background that comprehends the D+

s → η′π+ events.
Additionally, we can estimate how many D+

s → η′π+ events are expected
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in each bin of the D+
s → π−π+π+ phase space. It can be done by using

information from the Full MC samples.
The number of observed events from the D+

s → η′π+ decay can be
obtained by:

N
(i)
obs = Nprod ×BR × ϵ

(i)
tot, (5-12)

which consists on the product of the number of generated decays pro-
duced Nprod, the branching ratio associated to the process of interest BR and
its total efficiency ϵ

(i)
tot. The (i) index indicates that this equation is valid for

the entire DP or for a specific bin i.
As we can not have direct access to the number of produced D+

s particles,
we used previous results for an ongoing study of the D+

s → K−K+π+ channel.
For this decay, N (i)

obs was obtained through a mass fit, so that we are able
to reproduce Equation 5-12 for its case, in order to obtain Nprod. Rewriting
Equation 5-12, we get to:

N
(i)
obs

(
D+

s → η′π+
)

=

= Nobs

(
D+

s → K−K+π+
)

× BR (D+
s → η′π+)

BR (D+
s → K−K+π+) × ϵ

(i)
tot (D+

s → η′π+)
ϵtot (D+

s → K−K+π+) ,

(5-13)

where the branching ratios are taken from PDG data[22], with the
particularity that for the D+

s → η′π+ decay, all of the sub-processes involved
must be taken into consideration:

BR(Ds −→
(
η′ −→

(
ρ0 −→ ππ

)
γ
)
π) =

= BR(Ds −→ η′π) ×BR(η′ −→ ρ0γ) ×BR(ρ0 −→ ππ)
(5-14)

The total efficiency ϵ(i)
tot is obtained through:

ϵ
(i)
tot = N

(i)
eventsMC

Nrequested

, (5-15)

where N
(i)
eventsMC

is the number of events in the Full MC sample, and
Nrequested is the number of requested MC events, before generation and all the
performed cuts, listed in Chapter 4.

The estimated values of the yields of the D+
s → η′π+ decay are shown in

Tables 5.2 and 5.3, and the results in Table 5.4.
It is important to notice that, as displayed in Figure 5.7, the D+

s → η′π+

contribution to the D+
s → π−π+π+ background does not occur in the entire

phase space, but only in some of the bins. The bins in which there were enough
specific background events to take it in consideration when performing the
mass fits are bins 3, 11, 16, 17 and 18.
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BR(D+
s → (η′ −→ (ρ0 −→ π+π−) γ) π+)

BR (11.62 ± 0.75) × 10−3

ϵtot (21.74 ± 0.10) × 10−6

NeventsMC
(46.24 ± 0.21) × 103

Nrequested (21, 265.97 ± 0.46) × 105

Table 5.2: Values related to the D+
s → η′π+ used in the yield calculation.

D+
s → K−K+π+

BR (5.38 ± 0.10) × 10−2

ϵtot (482.96 ± 0.14) × 10−6

Nobs (1805.97 ± 0.15) × 105

NeventsMC
(1, 098.12 ± 0.33) × 104

Nrequested (22, 737.23 ± 0.15) × 106

Table 5.3: Values related to the D+
s → K−K+π+ decay used in the yield

calculation.

Bin Yields
Bin 1 76
Bin 2 5,280
Bin 3 113,167
Bin 4 38
Bin 5 228
Bin 6 76
Bin 7 0
Bin 8 1,216
Bin 9 1,558
Bin 10 2,241
Bin 11 91,780
Bin 12 22,413
Bin 13 304
Bin 14 152
Bin 15 38,368
Bin 16 204,035
Bin 17 533,697
Bin 18 741,226
Bin 19 304
Bin 20 342
Bin 21 152

TOTAL 1,756,652

Table 5.4: Calculated yields for the D+
s → η′π+ background contribution to the

D+
s → π−π+π+ data sample. The boldfaced bins are those for which the specific

background contribution was substantial enough to be taken into consideration
on the mass-per-bin fits.
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Finally, the mass-per-bin fits were done by taking the mass distributions
in each bin of theD+

s → π−π+π+ Dalitz plot, and performed simultaneously for
each of the four components of each year: D+

s → π−π+π+ and D−
s → π+π−π−,

MagUp or MagDown. The number of events set to be the same for both
polarities.

Figure 5.8 shows two examples: bins 18 and 19. In the former, the
specific background was taken into account, while for the latter it was not
necessary (Figure 5.7 and Table 5.4). The fit results of the other bins of the
D+

s → π−π+π+ DP are in Appendix C.
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(a) Bin 18

(b) Bin 19

Figure 5.8: Mass-per-bin fits of the four components of bins 18 and 19. For
bin 18, an extra PDF (5.8a, narrow red line) was include to parameterise the
specific background. The blue lines correspond to the signal components, and
the green line to the combinatorial background. The red thick line corresponds
to the summed PDF.



6
Results

With the MC samples prepared, as discussed in Section 5.1, and the
signal yields obtained through the mass fits, as explained in Section 5.2, we
are now able to proceed to the Mirandizing technique. We employ this to obtain
the SCP (Equation 5-11) in each bin of the D+

s → π−π+π+ phase space, to
achieve the significance of the difference between the number of D+

s and D−
s

candidates.
In Figure 6.2, we can see the SCP of the D+

s → π−π+π+ data sample,
computed separately in each bin of the physics motivated binning presented
in Figure 5.5b. For the RapidSim samples, the SCP is shown in Figure 6.3. It
is important to stress out that we chose not to use the errors from the mass
fits yet, as we could not improve them enough at this point. The best results
are presented using

√
N as errors, where N is the number of the events in

the sample. The SCP results with the errors from the mass fits are shown in
Appendix D.

Apart from that, we can notice that both SCP results (for data and
for simulation) have some statistical significance, since they present a p-value
below 0.05. Looking at the value itself, most bins present a result that fails to
reject the null hypothesis that there is no asymmetry, i.e., have a result under
3.

Some bins on the other hand, namely bin 17 for the data sample, got
a result of 3.2, meaning that the asymmetry is statistically significant. It
is important to notice though that this is exactly the region of the specific

Figure 6.1: Counts for D+
s and D−

s in each bin of the data sample
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Figure 6.2: Observed asymmetry significance for the control channel D+
s →

π−π+π+.
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Figure 6.3: Observed asymmetry significance for the RapidSim sample of
the control channel D+

s → π−π+π+. The contributions of each asymmetry
components are shown in Appendix D

background we discussed on section 5.2. The mass fit for this bin is shown
in Figure 6.4. Although the fit result seems to be reasonable, and with pulls
distributions mostly bellow 3σ, alternative strategies can be tested in order to
be more certain that the value of SCP obtained is correct.

When it comes to the SCP results for the RapidSim sample, we can
notice that bins 8 and 20 show a statistically significant result. For bin 8, by
observing Figure 5.5b, we can notice that we have very few events, and also
there is a substantial background component, with a small number of signal
yields. Due to this, we must be careful when getting conclusions, as the sample
we have is somehow sparse. In bin 20 on the other hand this does not happen.
But alternative asymmetry models were tested, as shown and discussed in
Appendix D, and in all of them, the SCP obtained for this bin was compatible
with the null hypothesis (as well as for bin 8).

It is important no notice though that not all of those results are final, as
the analysis will continue from where this work stopped.
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Figure 6.4: Mass fit for bin 17



7
Conclusion and future work

Throughout this work, we aimed at deeply understanding the processes
and mechanisms that could cause instrumental and production charge asym-
metries on a control channel, in order to give continuity to the study of the
signal channel. As no CP effects are expected on the D+

s → π−π+π+ decay
by the SM, it is a well-suited choice to be used as control channel of the
D+ → π−π+π+ decay. It is assumed that all non-CP related effects of charge
asymmetry are the same for both processes, so an asymmetry on the signal
channel that is not explained by what we observe on the control channel might
be an evidence of CP violation.

A small value for the SCP , i.e., the significance of the difference between
positive and negatively charged candidates, would mean that these instrumen-
tal and production charge asymmetries do not produce a statistically signifi-
cant imbalance between positive and negative particles. And this being true for
the control channel, it would be expected to be true for the signal channel as
well. On the other hand, observing the presence of an actually significant asym-
metry caused by those factors in a specific region of the phase space, would
mean similarly that the same thing should happen on the signal channel.

However, based on the SCP results, most regions of the DP proved to
have non-significant charge asymmetries, meaning that they are most probably
caused just by statistical fluctuations. Nonetheless, different approaches to the
asymmetry injection lead to different conclusions for the SCP in some DP bins.
This means that to be more sure of what are the effects of those asymmetries
across the phase space, some fine-tuning should be done in a few steps of the
study.

Improvements on the specific background treatment for example could
lead to an even better result on the mass-fit, giving a more realistic value for
the signal yields and its associated error. Different line-shapes can be tested,
in order to find one that better describes the D+

s → η′π+ distributions. In
addition, multiple approaches to the fitting procedure can be experimented
not only on the specific background but also on the combinatorial background.

Despite some minor changes that still need to be made, the findings
presented here give a very encouraging indication of our understanding of the
sources of charge asymmetry. Ensuring that we have a well-rounded knowledge
of the non-CP asymmetries of the D+ → π−π+π+ channel is a vital step in
our journey to observe CP asymmetries in this decay.
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A
Appendix: Selection cuts

In this appendix we present the cuts applied in the data and MC data samples
used in the analysis.

The pre-selection of events, performed by central production, is displayed in
Table A.4.

Table A.1: Cuts applied at the pre-selection (central production of ntuples).

candidate variable cut
D+

s χ2 of Impact Parameter wrt PV < 15
Mass [ MeV/c2 ] 1905 – 2035
ProbNN_pi > 0.3

The criteria used in the HLT2 are shown in Table A.2.

Table A.2: HLT2 selection criteria.

Daughter cuts
Track χ2/ndf < 3.0
pt[ MeV/c ] > 250

χ2 of Impact Parameter wrt PV > 4.0
∆ log LKπ < 1.0

Combination cuts
Mass [ MeV/c2 ] 1879 – 2059∑

pt [ MeV/c ] > 3200
pt at least one track [ MeV/c ] > 1000
pt at least two tracks [ MeV/c ] > 400

χ2 of Impact Parameter > 50 (at least one tracks)
χ2 of Impact Parameter > 10 (at least two tracks)

Mother cuts
Track vertex χ2/DOF < 6.0

Mass [ MeV/c2 ] 1889 – 2049
lifetime [ps] > 0.2

acos(DIRA) [mrad] < 10
TisTosSpec Hlt1.*Track.*Decision%TOS

In Table A.3 we show the requirements on one and two tracks before the
training, and the variables used as input in the neural network.

The central production selection criteria, which include the momentum scale
calibration tool[64], can be found in Table A.4.
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Table A.3: HLT1 selection criteria.

Requirements used in Hlt1TrackMVA
Track preselections

Track χ2/ndf < 3.0
pT [ MeV/c ] > 500

IP χ2 wrt PV > 4
Variables for NN

pt, χ2 of Impact Parameter
Requirements used in Hlt1TwoTrackMVA

Track preselections
Track χ2/ndf < 2.5
pt[ MeV/c ] > 500

IP χ2 wrt PV > 4
TwoTrack preselections

pt[ GeV/c ] > 2
vertex χ2/DOF < 10

mcor [ GeV ] > 1
η 2 – 5

Variables for NN∑
pt, vertex χ2/DOF,

FD χ2, N( tracks with IP χ2 < 16)

Table A.4: Cuts applied at the pre-selection (central production).

variable cut
χ2 of Impact Parameter wrt PV < 15

Mass [ MeV/c2 ] 1905 – 2035
ProbNN_pi > 0.3

Events are generated based on a resonant model, and generator level cuts
are applied, as summarised in Table A.5, as well as the trigger filter.

Generator level cuts of the MC samples for the background channel (D+
s →

η′π+) are presented in Table A.6.
In the specific background analysis, a potential source of background is the

D+ → K−π+π+ feed-through, where the opposite charge daughter is misidentified
as a pion in the D+

s → π−π+π+ decay. To mitigate this contamination, the
performance of two available PID variables was evaluated. The analysis reveals
that ProbNNk is more effective than PIDK in rejecting this type of background. To
ensure charge symmetry, the same PID cut is applied to all three tracks. Therefore,
a ProbNNk < 0.2 cut is imposed on the pions from D+

s → π−π+π+, which
significantly reduces the D+ → K−π+π+ background. This requirement results in
the removal of approximately 2% of the D+

s signal candidates. The specifics for
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Table A.5: Cuts applied at generator level for signal channel.

variable cut
each daughter P > 2.0 GeV/c
each daughter PT > 0.25 GeV/c

D+
s P > 14.0 GeV/c

D+
s PT > 2.5 GeV/c

D+
s cτ > 60 µm

Required not to come from B

Table A.6: Cuts applied at generator level for D+
s → η′π+ background samples.

variable cut
each daughter P > 0.6 GeV/c
each daughter PT > 0.2 GeV/c

D+
s PT > 1.0 GeV/c

this analysis and a summary of the requirements can be found in Table A.7.

L0 Trigger
D_L0_TIS Hadron, Electron, Photon, Muon, Dimuon

Fiducial
pz > 3.57 × |px| + 1 GeV/c (all tracks)

pz > 4.25 × |py| (all tracks)
1.5 ≤ η ≤ 5.0 (all tracks)

3 ≤ p ≤ 100 GeV/c (all tracks)
nSPDhits < 1000
Cloned Tracks
dTX23 > 6 × 10−5

dTY23 > 6 × 10−5

Specific Background Contributions
isMuon = 0 (all tracks)

ProbNNpi > 0.3 (all tracks)
ProbNNk < 0.2 (tracks of D+ candidates)

D_IPCHI2 < 12
mπ−π+(low) − 0.496 GeV/c2 > 0.012 GeV/c2 (D+)

mπ−π+(high) < 1.84 GeV/c2 (D+
s )

Table A.7: Summary of cuts applied in the offline selection.



B
Appendix: Reweighting results

The comparison between the distributions of the reweighted variables of
Data and MC, before and after reweighting, as well as its associated ROC curve
are shown bellow. The details of the procedure are discussed in Chapter 5.
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Figure B.1: Comparison between the reweighted variables distributions of the
Data and MC 2016 MagUp sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure B.2: Comparison between the reweighted variables distributions of
the Data and MC 2016 MagUp sample, after the reweighting procedure. All
variables are shown in GeV.
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Figure B.3: ROC curve of the 2016 MagUp reweighted MC sample.
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Figure B.4: Comparison between the reweighted variables distributions of the
Data and MC 2017 MagDown sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure B.5: Comparison between the reweighted variables distributions of the
Data and MC 2017 MagDown sample, after the reweighting procedure. All
variables are shown in GeV.
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Figure B.6: ROC curve of the 2017 MagDown reweighted MC sample.
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Figure B.7: Comparison between the reweighted variables distributions of the
Data and MC 2017 MagUp sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure B.8: Comparison between the reweighted variables distributions of
the Data and MC 2017 MagUp sample, after the reweighting procedure. All
variables are shown in GeV.
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Figure B.9: ROC curve of the 2017 MagUp reweighted MC sample.
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Figure B.10: Comparison between the reweighted variables distributions of the
Data and MC 2017 MagDown sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure B.11: Comparison between the reweighted variables distributions of
the Data and MC 2017 MagDown sample, after the reweighting procedure. All
variables are shown in GeV.
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Figure B.12: ROC curve of the 2017 MagDown reweighted MC sample.
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Figure B.13: Comparison between the reweighted variables distributions of
the Data and MC 2018 MagUp sample, before the reweighting procedure. All
variables are shown in GeV.
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Figure B.14: Comparison between the reweighted variables distributions of
the Data and MC 2018 MagUp sample, after the reweighting procedure. All
variables are shown in GeV.
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Figure B.15: ROC curve of the 2018 MagUp reweighted MC sample.



C
Appendix: Mass fits results

The plots of the mass-per-bin fits performed on the D+
s → π−π+π+ data

sample and explained in detail in Chapter 5 are shown bellow.
Some of the fits may not have an ideal pull distribution, such as bin 16,

which presented a displacement upwards in the low-mass region, for the MagDown
D+

s components, for example. Also, in bin 11, the specific background fraction was
fitted to be zero, killing the D+

s → η′π+ PDF.

Figure C.1: Mass fit for bin 1
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Figure C.2: Mass fit for bin 2

Figure C.3: Mass fit for bin 3
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Figure C.4: Mass fit for bin 4

Figure C.5: Mass fit for bin 5
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Figure C.6: Mass fit for bin 6

Figure C.7: Mass fit for bin 7
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Figure C.8: Mass fit for bin 8

Figure C.9: Mass fit for bin 9
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Figure C.10: Mass fit for bin 10

Figure C.11: Mass fit for bin 11
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Figure C.12: Mass fit for bin 12

Figure C.13: Mass fit for bin 13
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Figure C.14: Mass fit for bin 14

Figure C.15: Mass fit for bin 15
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Figure C.16: Mass fit for bin 16

Figure C.17: Mass fit for bin 20
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Figure C.18: Mass fit for bin 21



D
Appendix: SCP results

Regarding the RapidSim samples, different strategies to include the asym-
metries were used. For the production asymmetry, three models were employed:
one based on Run1 measurements, other based on Pythia event generator pre-
dictions and another intensifying the asymmetry dependency with the transverse
momentum[55]. A small shift of 0.5% was also tested for the detection asymmetry.

Also, the results for the RapidSim SCP using the errors from the mass fit
of the data sample are presented. It is possible to see through Equation 5-11 that
a larger error in the denominator smooths out the SCP value. As we could not
achieve better errors using this strategy yet, those results are less conclusive.

Figure D.1: 1D plot of the SCP of the data sample
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Figure D.2: SCP result for the RapidSim sample using the Run1 model for
Aprod and shifting Adet

Figure D.3: SCP result for the RapidSim sample using the Run1 model for
Aprod
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Figure D.4: SCP result for the RapidSim sample using the Run1 model for
Aprod, shifting Adet and using the errors from the mass fits

Figure D.5: SCP result for the RapidSim sample using the Run1 model for
Aprod and the errors from the mass fits
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Figure D.6: SCP result for the RapidSim sample using the first alternative
model for Aprod and shifting Adet

Figure D.7: SCP result for the RapidSim sample using the first alternative
model for Aprod
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Figure D.8: SCP result for the RapidSim sample using the first alternative
model for Aprod, shifting Adet and using the errors from the mass fits

Figure D.9: SCP result for the RapidSim sample using the first alternative
model for Aprod and using the errors from the mass fits
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Figure D.10: SCP result for the RapidSim sample using the second alternative
model for Aprod and shifting Adet

Figure D.11: SCP result for the RapidSim sample using the second alternative
model for Aprod
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Figure D.12: SCP result for the RapidSim sample using the second alternative
model for Aprod, shifting Adet and using the errors from the mass fits

Figure D.13: SCP result for the RapidSim sample using the second alternative
model for Aprod and using the errors from the mass fits
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