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a b s t r a c t

Variability within diploid sexual populations comes from two ingredients: mutations
and recombination (or crossing-over). On average, the first introduces genetic defects
in offspring genomes, while the second is a mechanism which tends to eliminate them,
continuously ‘‘cleaning’’ the population genetic pool from harmful mutations along the
generations. Here, we propose that loci near the chromosome tips are more effectively
cleaned by the recombination mechanism than loci near the chromosome centre. This
result implies that clusters of neighbouring, orchestrated-functioning genes, supposed to
be more robust against the effects of genetic mutations, are more likely found near the
chromosome centres, while isolated genes are more likely found near the tips. We confirm
the tip–centre asymmetry through a simple computer agent-based model. In order to test
this effect in reality, we also analyse as an example the particular case of HOX genes
distributed along the 24 human chromosomes and verify that indeed, most HOX genes
belong to such clustered networks located near the chromosome centres. Accordingly,
isolated HOX genes are located closer to the tips.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

In the past it was believed that each gene corresponds to just one locus, that is, to a single piece of adjacent DNA
bases (A, T, G and C). Also, no role was attributed to the intergenic material that separates one gene from the other. Over
the last two decades two enormous improvements were obtained concerning the understanding of genetic information
storage. First, parts of the intergenicmaterial have been recognised as playing fundamental roles in the regulation of genetic
expression. Second, it has also been recognised that some genes are not a single piece of adjacent bases but are formed
instead, by a certain number of such pieces, which we will call here sub-pieces, separated from each other. (Biologists
normally have special names for each sub-piece, according to its particular function. Here, we are not interested in their
specific function, therefore we use the general denomination ‘‘sub-pieces’’.) Although separated, the sub-pieces forming a
gene (or a cluster of interdependent genes) are located at the same region along the chromosome. In general, the expression
of these multi-loci genes are strongly related to the regulatory mechanism. Different genetic functions can be obtained by
different combinations of the same DNA sub-pieces present at the same chromosome region. The current interpretation
is that evolution follows the strategy of giving new uses to old genetic material, by combining them differently, instead of
inventing new ones, i.e. some sort of bricolage [1]. Mutations occurring in some of these sub-pieces can also produce slightly
different functions for the otherwise same gene. Frequently one finds copies of the same sub-piece in different positions
along the chromosome, slightly different from each other due to mutations that occurred in the genome of some founder
ancestors. The use of one or the other among these similar sub-pieces produces different genetic functions, a further source
of genetic diversity offered to the regulatory system.
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Fig. 1. Along the horizontal direction, each of the 24 human chromosomes were divided into 20 adjacent segments. Each rectangular box displays the
number of HOX genes found inside those segments and the number or letter of the corresponding chromosome inside parentheses. Clusters of many
orchestrated-functioning HOX genes can be recognised by the large numbers of genes within the same rectangular box: 115 in chromosome (7), 4th
segment; 85 in (12), 8th; 88 in (17), 12th; and 65 in (2), 15th. They are concentrated near the chromosome centres. The remainder genes are not clustered
and are more likely located near both chromosome tips, only 23 inside the central half, 41 beyond it.

Written for a broad audience, Ref. [2] presents an excellent description of this subject and the recent improvements on
its understanding. It also presents a good list of specialised scientific works. A recent interview with Denis Duboule [3],
a pioneer of the HOX gene clustering organisation discovery [4], can also be useful. One of the most important concepts
recently acquired is the temporal expression of genes controlled by their spatial distribution along the chromosome (see for
instance [5–7]), which is just the subject of the present work.

For our purposes here, we will divide genes into two broad classes: single-locus and multi-loci genes. According to our
proposal, genes of the first class are preferentially located near the tips of the chromosomes while those of the second class
are found preferentially near the centres.

One can understand our reasoning through a simple mechanism, similar to the so-called Hill–Robertson effect [8].
Imagine two heterozygous loci, one Aa and the other bB, separated by some distance along the parent’s genome,where A and
B are the wild alleles and a and b are somemutated, less effective alleles which provide some negative selective handicap. A
and b belong to one chromosome, whereas a and B belong to the homologous chromosome. If the crossing occurs between
these two loci, one gamete presenting only the wild alleles A and B is produced, with both a and b ‘‘cleaned’’ out. On the
other hand, if the crossing does not occur between these two loci but at some other position outside the interval separating
them, no cleansing happens at all. The larger the distance between these two heterozygous loci Aa and bB along the parent’s
genome, the larger is the probability of cleaning both loci on the corresponding gamete. Therefore, a spatial correlation along
the genome emerges as a consequence of the crossing mechanism. Two neighbouring heterozygous loci along the parent’s
genome, separated by only a few adjacent loci, are very difficult to be cleaned: For that, the crossing position should occur
inside the tiny interval separating both loci.

In order to test our hypothesis we analysed the so-called HOX genes for humans. They are now known as responsible for
the most primitive and fundamental features of embryogenesis, the regulatory system for lateral symmetry, segmentation,
making of members, etc., present in virtually all animals. We took from Ref. [9] the initial and final positions of 417 HOX
genes along each of the 24 human chromosomes (1, 2, . . . , 22, X and Y). Since chromosomes present different total lengths,
we divided each one into 20 adjacent segments, each segment containing 5% of the chromosome’s length. Any HOX-gene
reported in Ref. [9] is entirely located inside such a segment. Then we counted howmany HOX genes were found in the first
segment of each chromosome, then in the second segment, and so on. The resulting histogram is shown in Fig. 1, where one
can note that clusters of many orchestrated-functioning HOX genes are more concentrated near the chromosome centres,
while isolated ones are near the tips.

Such a result supports our proposed theoretical scenario, that is: (1) Clusters ofmulti-loci,multi-function genes, forwhich
mutations are more likely to help in the adaptation to the current environment (see, for instance, [10]) tend to be located
near the chromosome centres, while single-locus genes, forwhichmutations rarely improve their genetic functionality, tend
to be located near the chromosome tips; (2) Since mutations occur randomly along the whole chromosome, in principle
without any preference towards neither the centre nor the tips, another fundamental heredity ingredient should play the
evolutionary role of locating some genes preferentially near the chromosome centre or near the tips, according to their
genetic functions. The strongest possible candidate is recombination (or crossing-over), a heredity ingredient which can
distinguish positions along the chromosome.

The purpose of this work is to provide a convincing argument that this mechanism indeed occurs, by showing how
it works. For that, we implemented a simple population dynamics model which considers only Mendelian heredity and
Darwinian selection, operating through random point mutations and recombination.

The next section presents the model, followed by the Results and the Conclusions sections.

2. Model

Weuse here amodel already introduced before [11,12], with someminormodifications. Each individual genome consists
of two parallel bit-strings of length L, each bit position representing one of the L diploid loci disposed along the individual
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‘‘chromosome’’. At each locus bits 0 correspond to the wild allele, while bits 1 represent deleterious mutations inherited
from the ancestry.

The construction of the haploid gamete is done as follows. First, one parent’s diploid ‘‘chromosome’’ is copied with some
randommutations. On average,m positions along each bit-string are randomly tossed, and the corresponding bits are flipped
(0 ↔ 1). The mutation rate m is a parameter not necessarily an integer, since it is an average over the whole population.
Then, the crossing position is randomly chosen along the diploid ‘‘chromosome’’. The parallel bit-strings are cut at that
position, and the left (right) part of the first (second) bit-string is attached to the right (left) part of the second (first) bit-
string, generating two gametes. One of them is chosen at random to be inherited by the offspring. The other parent’s diploid
‘‘chromosome’’ provides the second gamete, constructed by the same rule, to compose the offspring genome. Both parents
are also chosen at random for each newborn.

Selection comes from the survival probability of each individual, which depends on its genome. The wild allele, bit 0,
is considered dominant. The deleterious allele, bit 1, affects the individual survival only if it is present at the same locus
in both bit-strings. The survival probability is given by xN+1, where N counts the number of 11 loci along the individual
diploid genome; x is a parameter slightly smaller than unity, which represents the selection pressure. The larger the x is,
the weaker is the selection pressure. At each time step, each individual is killed with probability 1 − xN+1. Individuals with
‘‘dirty’’ genomes (many alleles 1 and consequently many 11 loci) are more likely to die. After this deathmechanism, but still
at the same time step, the survivors breed in order to restore the population size of 1000 individuals. Extinction may occur
if there is less than two survivors at some time step.

3. Results

At the beginning, all 1000 founder individuals carry only 0 alleles. As time evolves and newborns appear, random
mutations are introduced and some bits 1 appear in the population genetic pool. Without the selection mechanism, the
fraction of 1 or 0 alleles would eventually stabilises around 50%, amutational meltdown. However, the selectionmechanism
based on the xN+1 survival probability can avoid this meltdown, if the mutation rate is not too high, allowing the fraction of
0 alleles to remain far above 50%.

Indeed, for the case where bit 0 is recessive, a threshold mc ≈ 1 was precisely found [12], above which the fraction of
bits 1 explosively grows towards 50% and extinction occurs.1

For the currentmore interesting casewhere bit 1 is recessive, however, we have observed that the population can survive
until m ≈ 1.2: for this value, extinction does not occur in some computer realisations and the fraction of bits 1 remains far
below 50%, even after an exceedingly high number of generation.

In order to investigate this extinction occurrence, we fixed m = 1.2 and followed the evolution of several populations,
differing only by the initial random seeds. Fig. 2 shows the evolution of a typical population with L = 16, 384 and x = 0.9.
Extinction occurs for that particular population only after 23,128,835 time steps, when a single individual survives. The large
plot shows only the first 2 million time steps, and the inset shows the whole evolution.

The first 300000 time steps (symbol Tg ) corresponds to the transient during which both the 11-homozygosity (fraction
of 11 loci—bottom plot) and the heterozygosity (fraction of 01 and 10 loci), averaged over the whole population, almost
vanish. During this transient, the survival rate (fraction of deaths per time step) stabilises around 70%. Suddenly, the genetic
degeneration starts, both the 11-homozygosity and the heterozygosity grow up. The survival rate continuously decreases
until extinction. What really occurs at the precise moment Tg when genetic degeneration starts?

With the same parameters of Fig. 2, Fig. 3 corresponds to another population (which becomes extinct after 18,610,316
time steps), and shows snapshots of the 1-bit distribution along the linear genome, at 2.86, 2.87, 2.88, 2.89, 2.90, 2.91,
3, 3.2 and 5 successive millions of time steps (typewrite reading sense). The horizontal axis (common to all snapshots)
displays adjacent loci along the genome. The red (green) points display the fraction of individuals presenting homozygous
11 (heterozygous 01 or 10) genetic state(s) at each particular loci. Before the genetic degeneration starts (top left) both
fractions are small along the whole genome. When the genetic degeneration starts (Tg , top middle), the fraction of 1-bit
alleles becomes larger within a small region of the genome. This region grows in width (top right and subsequent plots)
corresponding towider andwider plateaux. Genetic degeneration propagates as awave along the genome, triggered at some
particular position, the focus, where it was nucleated by chance. Other realisations show the same behaviour, although the
degeneration focus appears at different times as well as different positions along the chromosome.

This somewhat surprising zipper effect can be understood as follows. As a consequence of selection, within a surviving,
stable population the 0-bit allele occupies the great majority of the genomes, only a few loci present 1-bits along each
individual genome. Therefore, at births, ‘‘bad’’ mutations 0 → 1 are much more likely to occur than ‘‘good’’ mutations
1 → 0, because of the random choice of the specific locus where each mutation is set. Mutations, then, are the main source
of genetic degeneration. Generation after generation, genetic stability must be sustained by some repairing mechanisms,
the main one being recombination or crossing-over performed on parent’s genomes, which can produce better gametes

1 It is interesting to note thatm ≈ 1 coincides with the reported number of mutations per human chromosome, if one considers mutations occurring in
≈5% of the human DNA which encodes proteins [13–16] (in our simple model, intergenic material is absent). Other animals with more-than-one diploid
chromosome per cell also present ≈1 mutation per chromosome per offspring.
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Fig. 2. Evolution of a typical population. After a transient time Tg during which the population still succeeds in keeping a good genetic quality (survival
rate ≈70%), the genetic degeneration suddenly starts and grows continuously until extinction at time Tx . See the main text.
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Fig. 3. Another typical population. Genetic degeneration propagates as a wave along the genome (horizontal axis), suddenly triggered at some focus near
the chromosome centre (topmiddle), after Tg ≈ 3million time steps in this particular realisation. The vertical axismeasures the fraction of heterozygous 01
or 10 individuals at each locus (upper plateau, green symbols) as well as the fraction of homozygous 11 (bottom plateau, red symbols). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

(with even less 1-bit alleles than the parent’s) to be passed on to lucky offspring. In short, crossing and recombination are
the main source for ‘‘cleaning’’ the population genetic pool, counteracting the degeneration produced by mutations.

Two heterozygous loci, one 01 and the other 10, separated by some small distance along the parent’s genome are very
difficult to be cleaned: For that, the crossing position tossed at random should occur inside the tiny interval separating both
loci. That is why the sudden clustered burst of 1-bits which appears around some stochastic position and time becomes fixed
on the population genetic pool from then on. Moreover, its left and right wave-fronts move away from each other along the
chromosomes, leading eventually to extinction as shown in Fig. 3. Anyway, loci near the extremities are more protected
against these fronts, which thus propagate towards the extremities with decreasing speed.

Different realisations with the same genome length L present different transient times Tg when the genetic degeneration
suddenly starts (Fig. 2 and top middle frame of Fig. 3). Although difficult to measure because many long computer runs are
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Fig. 4. The same as Fig. 3, for a shorter genome length L = 8192. Now, the ignition of the genetic degeneration was artificially induced after one million
time steps (top left) by setting heterozygous some few loci near the genome centre (circle).

necessary, the typical Tg seems to depend on the genome length L according to a curious behaviour. For L = 16, 384, Tg
fluctuates more often in between 1 million and 10 million time steps (the particular realisation of Fig. 2 corresponds to
an unlucky population which gets the genetic degeneration too early). For the larger genome length L = 32, 768, the few
realisations we tested present Tg shorter than one million time steps, for the same set of parameters, indicating that Tg
decreases for increasing L. Indeed, smaller genome lengths L = 8192, 4096 and 2048 did not spontaneously show the
expected genetic degeneration after 300 million time steps, when we stop our computer runs. Near the left and right
extremities of the linear genome the degeneration-triggering mechanism is inhibited, the degeneration focus is likely to
appear far from the extremities. Indeed, the genetic degeneration can only be observed within a reasonable time scale for
large enough genome lengths, where the genome’s central region is far enough from the tips to become free of the inhibition
effect (i.e. the genome length is larger than the inhibition penetration length). The majority of our runs for L = 16,384 show
mutational meltdown starting near the genome centre as in Fig. 3. No realisation where the distance focus-extremity is less
than 2 thousand loci was found.

The same crossing/recombination mechanism which inhibits the triggering of the degenerative process near the
extremities is also responsible for a similar effect: Loci positioned near the extremities present less defective genes, on
average. They are ‘‘cleaned’’ faster and therefore more robust against degeneration. This effect is also responsible for the
survival rate behaviour shown in Fig. 2: It begins to decay very fast just after degeneration starts, when only a small
region of the genome far from the extremities is already degenerated. The wavefront propagates fast at the beginning, but
continuously cools thereafter.

Instead of waiting for a long time until genetic degeneration spontaneously starts, we decide to induce it artificially
for L = 8192 as in Fig. 4. The parameters are the same as before: m = 1.2 and x = 0.9. First, the population evolves
normally during the first one million time steps, when the genetic degeneration was not yet spontaneously triggered. Then,
we toss 128 among the 256 loci located around the genome centre, and randomly set these loci heterozygous 01 or 10 for
all individuals (top left). The subsequent plots show the genetic distribution along the genome after 1, 10, 100, one, ten and
a hundred thousand, one and ten million time steps (typewrite reading sense). The same behaviour is observed for other
genome lengths as well as other sets of parameters (m > 1).

For m slightly above 1, the damaged segment stops to grow in some realisations, the degenerated plateaux (similar to
Fig. 3 or 4) become stuck near the centre and do not touch the genome extremities. In other realisations the plateaux even
retract till they vanish, after some initial growth. This effect also seems to be related to the already quoted inhibition near
the genome extremities. Roughly, degeneration is created near the genome centre, and is blocked by genetic restoration at
the extremities. Which effect wins this dispute, and whether the population survives or not depend on the average number
m of mutations at birth. Also, large diploid genomes, for which the extremities play a little role, are relatively less protected
against genetic degeneration. The inhibition effect can also be controlled by more or less crossings and recombinations
realised for each gamete (all results shown here correspond to just one crossing/recombination per gamete, but we have
tested a few other cases).



Author's personal copy

P.M.C. de Oliveira, S. Moss de Oliveira / Physica A 390 (2011) 492–498 497

We are driven to the question: Why do humans present 23 chromosome pairs instead of a single, long one? Another
similar question: Why diploid chromosomes are linear, and not circular like bacteria? Yet another: Why genetic material
seems to be more robust against degeneration near the chromosome tips, compared to chromosome centres? Perhaps the
results obtained from our simple model can help the understanding of these questions.

Note that no spatial correlation at all is introduced along the genome by the model definition, all genes are considered
equivalent. The observed correlation naturally emerges, degeneration near the genome centre and restoration near the
extremities, due to crossings and recombinations realised in gamete production.

Other curious spatial correlation effects induced by crossing/recombination are studied by geneticist Stanislaw Cebrat
andhis group [17]. They observed the so-called complementarity: almost all alive individuals present the sameheterozygous
segment (for example . . . 0010110010111 . . . and . . . 1101001101000 . . . , within the bit-string model) at the chromosome
central region. This gives no handicap at all for the individual, due to recessiveness. Moreover, a couple of such individuals
can breed lucky offspring, provided no crossing/recombination event occurs inside the heterozygous segment. Sharing the
same central heterozygous pattern with the parents (and almost the whole population), these lucky offspring will again
hide their 1 alleles behind recessiveness, avoiding handicaps in spite of the large number of 1-bits. Distributed on a huge
geographic region, with limited search for sexual partners, this behaviour eventually leads to speciation [17], different
species can be recognised by their central chromosome region. Individuals belonging to different species cannot breed
viable offspring. These works [17] also consider different crossing ratios, the larger it is the more effective is the cleansing
mechanism.

An entropic interpretation is also interesting. At the beginning, the genetic variability among the alive members of the
population is low, all genomes have mostly 0 alleles. As generations pass, 1 alleles are introduced by random mutations
and the variability (or entropy) increases. Later, when the whole population reaches the same heterozygous pattern at the
chromosome central region, variability decreases again. The heterozygous central segment becomes stuck, an absorbing
state within this segment no longer useful for evolution.

4. Conclusions

Based on a simple argument we predict that the crossing is more effective in repairing diploid DNA degeneration near
the chromosome tips than the central region, as generations pass. The argument follows in short. One locus along the
diploid chromosome presents one damaged allele on the first DNA double chain but the corresponding allele on the second
(homologous) double chain is intact. Another locus presents the inverse situation, one intact allele on the first double chain,
a damaged one on the second. During meiosis, if the crossing position occurs between these two loci, one gamete will be
produced where both damages are simultaneously ‘‘cleaned’’, no damage on both loci. On the other hand, the probability
of having crossing between these two loci is larger the larger is the distance from each other. Therefore, the repairing
mechanism works better for loci located the largest possible distance from each other, i.e. near the chromosome tips.

Computer simulations of a simple bit-stringmodel confirms this effect, and shows how a sudden degeneration nucleated
on some small region of the diploid chromosome can propagate as awave towards the tips, as the opening of a zipper started
near the centre.

An inspection of the HOX gene locations along human chromosomes is compatible with our findings. HOX genes regulate
fundamental embryogenetic functions, from the most simple to the most complex animal. Therefore, they are supposed to
be robust against damages. Indeed, 64 simple HOX genes formed each one by a single DNA segment of adjacent basis are
likely to be found near the human chromosome tips than in the central region. On the other hand, 3 complexes of HOX
genes formed bymany different DNA segments slightly separated from each other are found near the central part of human
chromosomes 2, 12 and 17. Each of these complexes work together, as an orchestra with many possible redundancies.
Mutations there cannot be considered as damages to be repaired, on the contrary they can be very useful in offering a high
degree of diversity through slightly distinct genetic functions of slightly modified DNA pieces forming a single gene. Only a
fourth of such complexes is located closer to one tip than to the central region of human chromosome 7, but anyway not so
near the tip (note that chromosomes 2 and 7 are larger than 12 and 17, and see the positions of their HOX gene clusters in
Fig. 1, symbols ∗).
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