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#### Abstract

The present status of knowledge on the pure and random Potts models and various related systems (resistor network, directed bond percolation, Ising-like frustrated models, $Z(q)$ model and the discrete cubic model) is reviewed. The available real-space renormalization group techniques which can further enlighten this picture are tutorially presented and discussed.
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## 1 INTRODUCTION

The q-state Potts model [1] is a quite interesting classical system as it presents a remarkable richness from both theoretical and experimental standpoints. It was formulated to Potts by Domb as a PhD research subject [2]. This model has been reviewed by Wu [3] (see also [4] for developments after 1981): the reader is referred to these excellent works for information mainly concerning exact results (static properties); several experimental realizations are also discussed in [3]. Further related relevant theoretical work can be found in Ref. [5].

In the present review we mainly deal with the available real-space renormalizationgroup (RG) approaches of the pure and various random Potts models, its particular cases and its extensions. The properties on which we essentially focus are the phase diagram, critical exponents and amplitudes, free and internal energies, specific heat, equations of states, surface tension, correlation length, and finally some quite rich surface and interface effects.

The review has been prepared with every care for exactness but not necessarily for rigor. It is organized as follows. In Section 1 we introduce the various models we are interested in. In Section 2 we briefly recall most of the available exact (or nearly so) results; this information will be frequently used as tests for the approximate frameworks which we shall develop. In Section 3 we introduce convenient variables (thermal transmissivities) and present a quite performant operational procedure (referred to as the Break-collapse method (BCM)) which enables, through simple topological operations, the exact calculation of correlations as well as zero-field partition functions. In Section 4 we present the main existing RG approaches (with special emphasis on those which use the procedures introduced in Section 3) for calculating relevant static quantities. Finally, in Section 5, we present possible lines which could further enlighten and expand the present status of knowledge.
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### 1.1 The Potts Model

Slightly different notations are used to define the $q$-state Potts model Hamiltonian; we shall use the following one:

$$
\begin{equation*}
\mathcal{H}=-q \sum_{i, j} J_{i j} \delta_{\sigma_{i}, \sigma_{j}} \quad\left(\sigma_{i}=1,2, \cdots, q, \forall_{i}\right) \tag{1}
\end{equation*}
$$

where the sum runs over all pairs of "spins" located at the sites of an arbitrary lattice (finite or infinite, regular or not, translationally invariant, i.e., Bravais lattice, scale invariant, i.e., fractal lattice, etc.) and $\delta_{\sigma_{i}, \sigma_{j}}$ is the Kroenecker's delta. $J_{i j}$ might be non-null only for first-neighbours (the notation $\langle i, j\rangle$ will then be used) or might extend arbitrarily far away; $J_{i j}>0$ and $J_{i j}<0$ will be respectively referred to as ferromagnetic and antiferromagnetic couplings. The particular case $q=2$ is (through a trivial energy shift in the Hamiltonian) identical to the standard spin $1 / 2$ Ising model. But for arbitrary q, the Potts model has to be clearly distinguished from the plain spin S Ising model with $q \equiv 2 S+1$, whose Hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}^{I \operatorname{sing}}=-\frac{1}{S^{2}} \sum_{i, j} J_{i j}^{I s i n g} S_{i}^{z} S_{j}^{z} \tag{2}
\end{equation*}
$$

with $S_{i}^{z}=S, S-1, \cdots,-S, \forall_{i}$, where $S$ is a fixed integer or half-integer positive number.
The elementary Potts interaction (single bond) yields a two-level spectrum: one level with energy $-q J_{i j}$ and degeneracy $q$, and the other one with energy 0 and degeneracy $q(q-1)$. The elementary Ising interaction yields instead a complex spectrum which takes values in the interval $\left[-\left|J_{i j}^{I s i n g}\right|,\left|J_{i j}^{I s i n g}\right|\right]$, and which presents $(S+1 / 2)(S+3 / 2)$ levels (with degeneracies 2 or 4 ) if $S$ is a half-integer, and $S(S+1)+1$ levels (with degeneracies 2 or 4 excepting for the vanishing energy level whose degeneracy is $4 S+1$ ) if $S$ is an integer. In spite of the relative complexity of this spectrum, the spin $S$ Ising (ferromagnetic) model brings no deep novelty in the Critical Phenomena area as it belongs to the same universality class (i.e., it shares the same critical exponents) as the spin $1 / 2$ Ising (ferromagnetic) model [6]. The Potts model instead exhibits, already for its ferromagnetic case, a rich criticality (due to the degeneracy of its lower-energy level), as will be seen later on.

Notice that if we add other terms to eq. (1), the Potts model can be formulated as a spin $S=(q-1) / 2$ system whose Hamiltonian is more complex than the above eq. (2) (see section IV E of [3] for more details).

### 1.2 Related Models

The Potts (or Ashkin-Teller-Potts or standard, as sometimes referred to) model in its plain formulation (eq. (1)) or in a more general one with many-body interactions is placed at a privileged position in a complex network of relations and isomorphisms (or at least analogies) between important (and less important!) geometrical and/or thermal statistical models, in the same or in a related lattice structure. This network includes several types of uncorrelated and correlated, directed and non-directed (or isotropic, as sometimes referred to), bond, site, bond and/or site, multisite and mixed percolation problems [722], antipercolation [23, 24], generalized resistor and diode network problems [25-28] (including Kirchhoff 1847 laws), the $Z(q)$ model [29-34], the planar (or vector or clock, as sometimes referred to) Potts model (chiral or not) [35, 36], the Potts lattice gas [37], polychromatic Potts model [38], polychromatic majority model [39], the classical and quantum, finite or infinite spin length, $n$-vector models [40] (including the Ising, XY, Heisenberg and spherical models), the discrete cubic model [41-50], the ( $N_{\alpha}, N_{\beta}$ ) model [51], polymer problems [52, 53], quenched and annealed bond and/or site random problems $[54,55]$, various vertex models $[5,56,57]$ (including the ice-rule vertex models), spin glass models [58], the Blume-Capel [59, 60] and the Blume-Emery-Griffiths [61] models.

It is completely out of the scope of the present review to give an exhaustive description of the ensemble of models involved in this network and to analyze their intrincated relationships (such an effort would require a review exclusively dedicated to this task!). Herein we restrict our attention to those few (but relevant) models that attracted considerable and fruitful RG effort.

### 1.2.1 Bond percolation and similar problems

The bond percolation problem $[62,7,8,14]$ consists in considering a lattice (typically a regular d-dimensional Bravais lattice) whose bonds might be independently present (or
active) with probability $p$, or absent (or blocked) with probability $1-p$. It is known that, for $p>p_{c}\left(p_{c} \equiv\right.$ critical probability or concentration $)$, two infinitely distant lattice sites are connected with finite probability, whereas this probability vanishes for $p \leq p_{c}$ (by "connected" we mean that, between those two sites, exists at least one path constituted by present bonds). For $0<p<p_{c}$, the system is exclusively constituted by a large number of finite clusters (cluster $\equiv$ connected ensemble of bonds); for $p>p_{c}$, one (and only one under standard conditions) [63] infinite cluster appears as well (for $p=1$, the infinite cluster essentially coincides with the entire lattice). The mean linear size (or correlation length) $\xi$ of the (infinite) set of finite clusters behaves, in the neighbourhood of $p_{c}$, as follows: $\xi \sim A_{ \pm} /\left|p-p_{c}\right|^{\nu_{p}}$. The critical amplitudes $A_{+}$and $A_{-}$respectively correspond to $p \rightarrow p_{c}+0$ and $p \rightarrow p_{c}-0$; the critical exponent $\nu_{p}$ depends on $d$ but not on the particular Bravais lattice, whereas $p_{c}, A_{+}$and $A_{-}$depend on both.

A notorious connection [16] exists between the general bond percolation problem in a given lattice (e.g., Bravais, Bethe, hierarchical [64-66] lattices), all the bonds of which have (possibly different) independent occupancy probabilities $\left\{p_{i j}\right\}$ (between sites $i$ and $j$ ), and the $q \rightarrow 1$ limit of the $q$-state Potts ferromagnet on the same lattice with bonds representing Potts coupling constants $\left\{J_{i j}\right\}$. All relevant statistical quantities in one model have their equivalent in the other one provided that

$$
\begin{equation*}
p_{i j}=1-e^{-J_{i j} / k_{B} T} \tag{3}
\end{equation*}
$$

where $k_{B}$ and $T$ are the Boltzmann constant and the temperature respectively. Immediate consequences of this connection are that

$$
\begin{equation*}
p_{c}=1-e^{-J / k_{B} T_{c}(1)} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{p}=\nu_{t}(1) \tag{5}
\end{equation*}
$$

where $J$ is the $q$-state isotropic Potts coupling constant, $T_{c}(q)$ is the para-ferromagnetic critical temperature, and $\nu_{t}(q)$ the corresponding correlation length critical exponent (the sub-index $t$ stands for "thermal").

A problem very similar to the one under consideration is site percolation, where, instead of the bonds, we randomly and independently occupy (or activate) the sites of a given
lattice. Its connection with a multisite-interaction Potts model is described in [19, 20]. General and important site percolation results are the following: $p_{c}$ (site) $\geq p_{c}$ (bond), and $\nu_{p}($ site $)=\nu_{p}$ (bond).

More general percolation problems can be formulated (which contain both site and bond percolations as particular cases) by assuming that both sites and bonds are randomly and independently occupied with occupancy probabilities $p_{S}$ and $p_{B}$ respectively. We may then define site-and-bond $(S \cap B)$ and site-or-bond $(S \cup B)$ percolations: in the $S \cap B$ $(S \cup B)$ problem, two points are said to be connected if a sequence of occupied sites and (or) bonds joins them. The $S \cap B$ problem is frequently referred to as site-bond percolation [67]. Standard site (bond) percolation is recovered as the $p_{B}=1\left(p_{S}=1\right)$ case of the $S \cap B$ problem, as well as the $p_{B}=0\left(p_{S}=0\right)$ case of the $S \cup B$ problem. The phase diagrams (which we characterize by $\phi_{S \cap B}\left(p_{S}, p_{B}\right)=0$ and $\phi_{S \cup B}\left(p_{S}, p_{B}\right)=0$ respectively) of the $S \cap B$ and $S \cup B$ problems on any $d>1$ lattice hopefully are, qualitatively, as indicated in Fig. 1; their universality class presumably is the same as that of the standard bond percolation. Later on (see section 1.2.5) we shall recover the $S \cap B$ problem as the $T \rightarrow 0$ limit of a quite general random $q$-state Potts ferromagnet.

### 1.2.2 Resistor network

The system which is focused is a random distribution of conductances $\sigma$ on the bonds of an infinite array (typically a regular Bravais d-dimensional lattice). The most frequent case is the quenched one, in which the distribution laws over the bonds are independent among themselves. By assuming one and the same distribution law $P(\sigma)$ for all the bonds, and more precisely

$$
\begin{equation*}
P(\sigma)=(1-p) \delta\left(\sigma-\sigma_{1}\right)+p \delta\left(\sigma-\sigma_{2}\right) \tag{6}
\end{equation*}
$$

we encounter a variety of interesting situations according to the value of the ratio $\sigma_{1} / \sigma_{2}$. The extreme situations are the random insulator-resistor mixture ( $\sigma_{1}=0$ and $\sigma_{2}$ finite) and the random superconductor-resistor mixture ( $\sigma_{1} \rightarrow \infty$ and $\sigma_{2}$ finite); the particular case $\sigma_{1}=\sigma_{2}$ clearly corresponds to the non-random resistor network, largely studied in the context of the Theory of Linear Circuits. The central inquiry for random resistor networks is the conductivity as a function of parameters such as $p$ and $\sigma_{1} / \sigma_{2}$. We address
this question later on.
It can be shown that the $q \rightarrow 0$ limit of the Potts ferromagnetic model is isomorphic to the resistor problem. A detailed discussion is available in Wu's review [3]. Here we shall only present an alternative way of looking at this isomorphism. The Potts dimensionless coupling constant $K \equiv J / k_{B} T$ can be conveniently handled (as we shall see in Section 3) through the thermal transmissivity defined [68] as $t \equiv\left[1-e^{-q K}\right] /\left[1+(q-1) e^{-q K}\right]$. In the $0<q \ll \frac{k_{B} T}{J} \ll 1$ limit we obtain $t \sim 1-1 / K$. The transmissivity $t_{s}$ of a series array of two bonds (characterized by $t_{1}$ and $t_{2}$ ) is given (see Section 3) by $t_{s}=t_{1} t_{2}$. In the limit we are interested in, this implies $1-1 / K_{s} \sim\left(1-1 / K_{1}\right)\left(1-1 / K_{2}\right)$, hence

$$
\begin{equation*}
\frac{1}{K_{s}} \sim \frac{1}{K_{1}}+\frac{1}{K_{2}} \quad \quad \text { (series) } \tag{7}
\end{equation*}
$$

On the other hand, for a parallel array of bonds, we obviously have

$$
\begin{equation*}
K_{p}=K_{1}+K_{2} \quad(\text { parallel }) \tag{8}
\end{equation*}
$$

But the composition laws (7) and (8) are precisely those of conductances if we identify $K$ with $\sigma / \sigma_{0}\left(\sigma_{0} \equiv\right.$ conventional conductance unit). In other words, in the limit where $q \rightarrow 0$ and $K \rightarrow \infty$ with $q K \rightarrow 0$, the Potts ferromagnetic interactions compose as conductances with the transformations $1-t \leftrightarrow \sigma_{0} / \sigma$.

### 1.2.3 Directed bond percolation

We briefly mention here the directed bond percolation since it is closely related to the bond percolation. Indeed, its formulation is completely analogous to that of bond percolation, but the bonds can be active only along one of their two senses. A physical realization of such a system can be a random network of diodes (instead of conductances): for example, diodes randomly distributed on the bonds of a d-dimensional hypercubic lattice, and conducting only along the positive directions of the crystalline axes. Very few exact (or almost exact) results are available in the literature [69-77],[28], one of them being the fact that the upper critical dimensionality $d_{u}$ (see Section 4) is equal to 5 (whereas for standard percolation it is $d_{u}=6$ ). Related mixed systems can be such that the bonds are isotropic along some of the crystalline axes and directed along the rest of them. Later on we shall address one problem similar to this kind.

### 1.2.4 $Z(q)$ model

The $Z(q)$ model is a quite rich generalization of the $q$-state Potts model [30,31]. The site random variable can still take $q$ values: let us characterize it by $n_{i}=0,1,2, \cdots, q-1, \forall i$. But the energy associated with a pair ( $n_{i}, n_{j}$ ) might be different for different values of $\left|n_{i}-n_{j}\right|$, the difference $\left(n_{i}-n_{j}\right)$ being measured modulus $(q)$. For example, for $q=4$, the two-site configurations such that $n_{i}-n_{j}=0,\left|n_{i}-n_{j}\right|=1$ and $\left|n_{i}-n_{j}\right|=2$ correspond to energies which are not necessarily equal. In other words, and by conventionally assuming $n_{i}=0$, the state $n_{j}=0$ corresponds to a certain energy, the states $n_{j}=1,3$ to a (possibly) different one, and finally $n_{j}=2$ to a third one. Since the zero of energy has no physical meaning in the present context (it might have in different ones [78-80]), the $Z(4)$ model involves 2 independent coupling constants. See Fig. 2 for convenient representations of the $Z(4)$ and $Z(5)$ interactions. Generically speaking, the spectrum of the $Z(q)$ model presents, if $q$ is even (odd), $\frac{q}{2}+1\left(\frac{q+1}{2}\right)$ levels, two (one) of them being $q$ times degenerate and the other $\frac{q}{2}-1\left(\frac{q-1}{2}\right)$ levels being $2 q$ times degenerate. Or more synthetically, and by introducing $\bar{q} \equiv$ integer part of $q / 2$, the $Z(q)$ spectrum has $\bar{q}+1$ levels: $2(\bar{q}+1)-q$ of them have degeneracy $q$, the other $q-\bar{q}-1$ levels have degeneracy $2 q$. To generate such a spectrum it suffices $\bar{q}$ independent coupling constants.

The $Z(q)$ pair Hamiltonian might be written in various equivalent manners. We shall adopt the following one:

$$
\begin{equation*}
\mathcal{H}_{i j}\left(n_{i}-n_{j}\right)=J_{1}-2 \sum_{\beta=1}^{\bar{q}} J_{\beta} \cos \left[\frac{2 \pi \beta}{q}\left(n_{i}-n_{j}\right)\right] \tag{9}
\end{equation*}
$$

The q-state Potts model is recovered as the particular case $J_{1}=J_{2}=\cdots=J_{\bar{q}-1}=\frac{1}{2}[3+$ $\left.(-1)^{q}\right] J_{\bar{q}}$, in which case the Hamiltonian becomes $\mathcal{H}_{i j}=-q J_{1} \delta_{n_{i}, n_{j}}+2 J_{1}$. For $q \leq 3$ the Potts model coincides with the $Z(q)$ one. Another interesting particular case is $J_{\beta}=0$ if $\beta \neq 1$ (clock model), in which case the Hamiltonian becomes $\mathcal{H}_{i j}=J_{1}-2 J_{1} \cos \left[\frac{2 \pi}{q}\left(n_{i}-n_{j}\right)\right] ;$ its $q \rightarrow \infty$ limit recovers the classical spin planar model ( $S \rightarrow \infty$ XY model).

Another model which is contained in the $Z(q)$ one is the discrete $N$-vector model [41$50]$ (sometimes referred to as the discrete cubic model). Consider a classical N-dimensional unit vector $\vec{S}_{i}$ which can be aligned only along $N$ orthogonal axes (hence $2 N$ configurations), and assume the pair Hamiltonian $\mathcal{H}_{i j}=-N J_{1} \vec{S}_{i} \cdot \vec{S}_{j}-N J_{2}\left(\vec{S}_{i} \cdot \vec{S}_{j}\right)^{2}$. It is
easy to verify that this model is a particular case of the $Z(2 N)$ one (see [47]). Within this context let us mention the existence of the ( $N_{\alpha}, N_{\beta}$ ) model [51] which generalizes the cubic one, and reduces to the symmetric Ashkin-Teller model [81] and to the $Z(6)$ model in the respective cases where $\left(N_{\alpha}, N_{\beta}\right)=(2,2)$ and $(3,2)$.

In fact this is a good stage for realizing that the $Z(q)$ is itself included into the following largest $q$-state classical model. Consider the site variable $\sigma_{i}=1,2, \cdots, q, \forall i$, and assume that the pair interaction Hamiltonian is given by the set $\left\{\varepsilon_{\sigma_{i}, \sigma_{j}}\right\}$ of $q^{2}$ real numbers. The interaction matrix $\mathbf{W}\left(\left\{\varepsilon_{i j}\right\}\right)$ is defined by:

$$
\mathbf{W}=\left(\begin{array}{cccc}
W_{11} & W_{12} & \cdots & W_{1 q}  \tag{10.a}\\
W_{21} & W_{22} & \cdots & W_{2 q} \\
\vdots & \vdots & & \vdots \\
W_{q 1} & W_{q 2} & \cdots & W_{q q}
\end{array}\right) \quad\left(W_{i j} \equiv e^{-\varepsilon_{\sigma_{i}, \sigma_{j}} / k_{B} T}\right)
$$

This matrix contains (at most) $q^{2}-1$ independent coupling constants due to the irrelevance of the zero of energy.

In practically all spin models of physical interests each row and column of the above matrix contain the same set of numbers, i.e.

$$
\begin{equation*}
\sum_{i=1}^{q} W_{i j}=\sum_{j=1}^{q} W_{i j}=\lambda_{0} \tag{10.b}
\end{equation*}
$$

where $\lambda_{0}$ is independent of $i$ and the matrix $\mathbf{W}$ is not necessarily symmetric. Models such as the spin $S=1 / 2$ Ising, Potts, chiral Potts [82, 83, 22, 35], clock, Ashkin-Teller, ( $N_{\alpha}, N_{\beta}$ ) discrete cubic and $Z(q)$ are described by Hamiltonians which satisfy condition (10b).

The $Z(q)$ model is recovered with the restriction that $\varepsilon_{i j}$ only depends on $|i-j|$ where $(i-j)$ is measured modulus $q$ (consequently $W_{i i}=W_{j j}$ and $\left.W_{i j}=W_{j i}, \forall(i, j)\right)$. The Potts model is reobtained for $W_{i i}=W_{11}, \forall i$, and $W_{i j}=W_{12}$ for all $i \neq j$ (the usual choice is $\varepsilon_{11}=-q J$ and $\varepsilon_{12}=0$ ). The chiral Potts model corresponds to $\varepsilon_{\sigma_{i}, \sigma_{j}} \propto$ $\cos \left[2 \pi\left(\sigma_{i}-\sigma_{j}-\Delta\right) / q\right]$ with arbitrary $\Delta ; \Delta=0$ reproduces the clock model.

Before closing this subsection let is illustrate the interaction matrix (10) through a few examples.
$\underline{q=3}$ : The 3 -state Potts model (coincident with the $Z(3)$ model) corresponds to

$$
\left(\begin{array}{lll}
W_{11} & W_{12} & W_{12}  \tag{11}\\
W_{12} & W_{11} & W_{12} \\
W_{12} & W_{12} & W_{11}
\end{array}\right) \quad\left(\lambda_{0}=W_{11}+2 W_{12}\right)
$$

the spin 1 Ising model corresponds to

$$
\left(\begin{array}{ccc}
W_{11} & 1 & W_{11}^{-1}  \tag{12}\\
1 & 1 & 1 \\
W_{11}^{-1} & 1 & W_{11}
\end{array}\right)
$$

and the chiral 3 -state Potts model is described by

$$
\left(\begin{array}{lll}
W_{11} & W_{12} & W_{13}  \tag{13}\\
W_{13} & W_{11} & W_{12} \\
W_{12} & W_{13} & W_{11}
\end{array}\right) \quad\left(\lambda_{0}=W_{11}+W_{12}+W_{13}\right)
$$

(chirality vanishes with $\left(\varepsilon_{13}-\varepsilon_{12}\right)$ ).
$\underline{q=4}$ : The $Z(4)$ model corresponds to

$$
\left(\begin{array}{llll}
W_{11} & W_{12} & W_{13} & W_{12}  \tag{14}\\
W_{12} & W_{11} & W_{12} & W_{13} \\
W_{13} & W_{12} & W_{11} & W_{12} \\
W_{12} & W_{13} & W_{12} & W_{11}
\end{array}\right) \quad\left(\lambda_{0}=W_{11}+2 W_{12}+W_{13}\right)
$$

and the spin $3 / 2$ Ising model is characterized by the matrix:

$$
\left(\begin{array}{cccc}
W_{11} & W_{11}^{1 / 3} & W_{11}^{-1 / 3} & W_{11}^{-1}  \tag{15}\\
W_{11}^{1 / 3} & W_{11}^{1 / 9} & W_{11}^{-1 / 9} & W_{11}^{-1 / 3} \\
W_{11}^{-1 / 3} & W_{11}^{-1 / 9} & W_{11}^{1 / 9} & W_{11}^{1 / 3} \\
W_{11}^{-1} & W_{11}^{-1 / 3} & W_{11}^{1 / 3} & W_{11}
\end{array}\right)
$$

Notice that the spin 1-and $3 / 2$-Ising models do not fulfill condition (10b). The multicomponent spin model characterized by the interaction matrix (10a) with the condition (10b) has been considered by Wang and Wu [84] and more recently by Maillard et al [85]. In ref. [84] the duality transformation on two-dimensional lattices and the thermodynamics on a Cayley tree for this model have been derived. In ref. [85] it is shown how the
eigenvalues of the interaction matrix are related to the convenient vector transmissivity which will appear, for certain particular cases of this multi-component spin model, in section 3. As far as we know, the general model described by (10a) (but without the restriction (10b)) has never been studied. The renomalization group techniques presented in this review are powerful enough to enable such a study (which is therefore welcome!). This comes from the fact that the model (10a) is necessarily closed under renormalization since it is the most general $q$-state one.

### 1.2.5 Random models

A great variety of physical situations exist (e.g., alloys and glasses) in which one-body terms and/or the coupling constants themselves are random variables. A typical case is the bond random model: the two-body coupling constant $J_{i j}$ (between sites $i$ and $j$ ) is a random variable, which might take, for instance, two different values (binary distribution) or a continuous spectrum of values (e.g., Gaussian distribution, centered or not in $J_{i j}=0$ ). Another typical case is the site random model: the spins $S_{i}$ themselves might be randomly present or absent. Mixed situations with simultaneous bond and site randomness are possible as well.

The bond and/or site randomness yields configurations (of coupling constants and presence or absence of spins) which might be either frozen once for ever (quenched model) or completely free to evolve subject to those particular external conditions such as temperature and applied fields (annealed model). Many realistic situations are intermediate in the sense that bonds and/or sites are neither completely frozen nor completely free to evolve. Several works have been dedicated to the analysis of the thermostatistical implications of the quenched and annealed limits [86-90], [55]. The quenched limit involves independent local probability distributions (say of $J_{i j}$ ) and is physically a very rich case.

To fix ideas let us consider a random Potts model. Its dimensionless Hamiltonian is given by

$$
\begin{equation*}
-\beta \mathcal{H}=\sum_{i, j} K_{i j} \varepsilon_{i} \varepsilon_{j} \delta_{\sigma_{i}, \sigma_{j}} \quad\left(\sigma_{i}=1,2 \cdots, q\right) \tag{16}
\end{equation*}
$$

where $\left\{K_{i j}\right\}$ and $\left\{\varepsilon_{i}\right\}$ are random variables and $(i, j)$ runs over all bonds of a given arbitrary lattice; the site disorder variable $\varepsilon_{i}$ takes the values 1 (present spin) and 0
(absent spin). The sets $\left\{K_{i j}\right\}$ and $\left\{\varepsilon_{i}\right\}$ are weighed with the law $P\left(\left\{K_{i j}\right\},\left\{\varepsilon_{i}\right\}\right)$.
In the annealed limit (for both bonds and sites), $P\left(\left\{K_{i j}\right\},\left\{\varepsilon_{i}\right\}\right)$ can in principle be obtained from the Boltzmann factor $\exp (-\beta \mathcal{H})$. The corresponding free energy is given by

$$
\begin{equation*}
F_{\text {annealed }}=-k_{B} T \ln \sum_{\sigma_{i}, \varepsilon_{i}, K_{i j}} e^{-\beta \mathcal{H}} \tag{17}
\end{equation*}
$$

In the quenched limit (for both bonds and sites), $P\left(\left\{K_{i j}\right\},\left\{\varepsilon_{i}\right\}\right)$ has to be known (in practice, it depends on the procedure of preparation of the sample). If bonds and sites are independently distributed we have that $P\left(\left\{K_{i j}\right\},\left\{\varepsilon_{i}\right\}\right)=P_{B}\left(\left\{K_{i j}\right\}\right) P_{S}\left(\left\{\varepsilon_{i}\right\}\right)$, where $P_{B}$ and $P_{S}$ are the bond and site distributions respectively. The pure bond-random problem corresponds to $P_{B}\left(\left\{K_{i j}\right\}\right) \neq \prod_{(i, j)} \delta\left(K_{i j}-K_{i j}^{0}\right)\left(\left\{K_{i j}^{0}\right\}\right.$ is a set of fixed values) and $P_{S}\left(\left\{\varepsilon_{i}\right\}\right)=\prod_{i} \delta\left(\varepsilon_{i}-1\right)$; the pure site-random problem corresponds to $P_{B}\left(\left\{K_{i j}\right\}\right)=$ $\prod_{(i, j)} \delta\left(K_{i j}-K_{i j}^{0}\right)$ and $P_{S}\left(\left\{\varepsilon_{i}\right\}\right) \neq \prod_{i} \delta\left(\varepsilon_{i}-1\right)$. In the quenched-bond limit $P_{B}\left(\left\{K_{i j}\right\}\right)=$ $\prod_{(i, j)} P_{i j}\left(K_{i j}\right)$, where $\left\{P_{i j}\left(K_{i j}\right)\right\}$ are independent laws (i.e., no correlation exists in the disorder $)$. On the other hand, the quenched-site limit corresponds to $P_{S}\left(\left\{\varepsilon_{i}\right\}\right)=\prod_{i}\left\{P_{i}\left(\varepsilon_{i}\right)\right\}$ where $\left\{P_{i}\left(\varepsilon_{i}\right)\right\}$ are independent laws. The free energy corresponding to the quenched case is given by

$$
\begin{equation*}
F_{q u e n c h e d}=-k_{B} T \int P\left(\left\{K_{i j}\right\},\{\varepsilon\}\right)\left(\prod_{i} d \varepsilon_{i}\right)\left(\prod_{i, j} d K_{i j}\right) \ln \sum_{\left\{\sigma_{i}\right\}} e^{-\beta \mathcal{H}} \tag{18}
\end{equation*}
$$

An important particular case of the quenched limit is the bond-and-site diluted ferromagnet. It corresponds to

$$
\begin{equation*}
P_{i j}\left(K_{i j}\right)=\left(1-p_{B}\right) \delta\left(K_{i j}\right)+p_{B} \delta\left(K_{i j}-K\right) \quad(K>0) \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i}\left(\varepsilon_{i}\right)=\left(1-p_{S}\right) \delta\left(\varepsilon_{i}\right)+p_{S} \delta\left(\varepsilon_{i}-1\right) \tag{20}
\end{equation*}
$$

Its schematic phase diagram (for $d>1$ ) is depicted in Fig. 3. The $T=0$ line is precisely that of Fig. 1 ( $S \cap B$ percolation). The critical curve of a bond-diluted annealed ferromagnet is similar to the particular case $p_{s}=1$ of Fig. 3. Typical annealed site-diluted ferromagnets do not show percolation effects due to aggregation at low temperatures (see [55]), and, therefore, their phase diagrams are not qualitatively similar to the $p_{b}=1$ curve of Fig. 3.

## 2 SOME EXACT OR ACCURATE RESULTS

We present here a large set of exact or accurate (series, Monte Carlo, RG, conjectures and others) results concerning mainly critical frontiers (points, lines, surfaces) and critical exponents ( $\nu, \alpha, \beta$, crossover exponent $\phi$, etc). The models that we consider are essentialy those of Section 1 on Bravais lattices. Most of these models are such that the knowledge of two independent critical exponents (say $\nu$ and $\beta$ ) determines all of them (hence, the universality class) through the scaling and hyperscaling relations. We briefly recall the most important among them:

$$
\begin{align*}
& \alpha+2 \beta+\gamma=2  \tag{21}\\
& \gamma=\beta(\delta-1)  \tag{22}\\
& \gamma=\nu(2-\eta) \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
2-\alpha=d \nu \quad \text { (hyperscaling) } \tag{24}
\end{equation*}
$$

where, for standard ferromagnets (and analogously for various other models),

$$
\begin{array}{rlr}
M & \equiv \text { order parameter } \propto\left(T_{c}-T\right)^{\beta} & \left(T \rightarrow T_{c}, H=0\right) \\
C & \equiv \text { specific heat } \propto\left|T-T_{c}\right|^{-\alpha} & \left(T \rightarrow T_{c}, H=0\right) \\
\chi_{T} \equiv \text { isothermal susceptibility } \propto\left|T-T_{c}\right|^{-\gamma} & \left(T \rightarrow T_{c}, H=0\right) \\
\xi & \equiv \text { correlation length } \propto\left|T-T_{c}\right|^{-\nu} & \left(T \rightarrow T_{c}, H=0\right) \\
M & \propto H^{1 / \delta} & \left(T=T_{c}, H \rightarrow 0\right) \\
\Gamma(R) & \equiv \text { correlation function (between two spins at distance R) } \\
& \propto \frac{1}{R^{d-2+\eta}} & \left(T=T_{c}, H=0, R \rightarrow \infty\right) \tag{30}
\end{array}
$$

$H$ being the external parameter thermodynamically conjugate of the order parameter associated with the phase transition. In what follows, whenever new quantities (e.g., crossover exponents) or departures from the above general trend (e.g., more than two independent critical exponents, first-order phase transitions) appear, we shall specifically discuss them.

### 2.1 The Pure Potts Model

Unless otherwise stated, we refer to the ferromagnetic case, the interactions only existing between first-neighbours ( $J \equiv$ coupling constant).

### 2.1.1 d=1

For the linear chain we have

$$
\begin{equation*}
\frac{k_{B} T_{c}}{q J}=0 \quad(\forall q) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu=1 \tag{32}
\end{equation*}
$$

with the definition $\xi \propto\left(e^{-q J / k_{B} T}\right)^{-\nu}$ (instead of Eq. (28)) in the limit $T \rightarrow T_{c}=0$.

### 2.1.2 d $\rightarrow$ 1

For the d-dimensional hypercubic lattice in the $d \rightarrow 1+0$ limit and $q>1$ we have [25]

$$
\begin{equation*}
\frac{q J}{k_{B} T_{c}} \sim \frac{1}{d-1} \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu \sim \frac{1}{d-1} \tag{34}
\end{equation*}
$$

Notice that $\nu$ diverges in the $d \rightarrow 1$ limit in contrast with the result indicated in Eq. (32): this discrepancy is due to the fact that $\nu$ has been defined here via the standard variable (28).

### 2.1.3 d=2

The isotropic square-lattice Potts ferromagnetic critical points (see [3]) and critical exponents $\nu$ [91] and $\beta$ [92] are given by

$$
\begin{gather*}
\frac{k_{B} T_{c}}{q J}=\frac{1}{\ln (\sqrt{q}+1)} \quad(\forall q)  \tag{35}\\
\nu=\frac{2}{3}\left\{2+\pi /\left[\arccos \left(\frac{1}{2} \sqrt{q}\right)-\pi\right]\right\}^{-1} \quad(q \leq 4) \tag{36}
\end{gather*}
$$

and

$$
\begin{equation*}
\beta=\frac{1}{12}\left\{1+\frac{2}{\pi} \arccos \left(\frac{\sqrt{q}}{2}\right)\right\} \quad(q \leq 4) \tag{37}
\end{equation*}
$$

These results have been represented in Figs. 4 and 5. Eqs. (36) and (37) hold only for $q \leq 4$ because the transition becomes of the first-order for $q>4$. As a matter of fact, the common belief is that the Potts ferromagnetic phase transition is a continuous (first-order) one for $q \leq q_{c}(d)\left(q>q_{c}(d)\right)$ : see Fig. 6 for a temptative representation of $q_{c}(d)$ which takes into account various results $[93-97,3]$ available in the literature. It is suggested that $d=6(d=4)$ separates critical and classical regimes for $0<q<2(q=2)$ : this is in variance with Fig. 2 of Ref. [3]

Eq. (35) is generalized, for the anisotropic square lattice (arbitrary $J_{x}$ and $J_{y}$ ), into (see [3])

$$
\begin{equation*}
\left(e^{q J_{x} / k_{B} T_{c}}-1\right)\left(e^{q J_{y} / k_{B} T_{c}}-1\right)=q \tag{38}
\end{equation*}
$$

which is represented in Fig. 7. We may define the $d=1 \leftrightarrow d=2$ crossover exponent $\phi_{12}$ as follows:

$$
\begin{equation*}
e^{-q \cdot J_{x} / k_{B} T_{c}\left(J_{y} / J_{x}\right)} \propto\left(\frac{J_{y}}{J_{x}}\right)^{\phi_{12}} \quad\left(J_{y} / J_{x} \rightarrow 0\right) \tag{39}
\end{equation*}
$$

Then Eq. (38) implies

$$
\begin{equation*}
\phi_{12}=1 \quad(\forall q) \tag{40}
\end{equation*}
$$

The critical surface for the anisotropic triangular lattice (arbitrary $J_{x}, J_{y}$ and $J_{z}$ along the corresponding crystalline axes) is given by [98, 99]

$$
\begin{align*}
& \left(e^{q J_{x} / k_{B} T_{c}}-1\right)\left(e^{q . J_{y} / k_{B} T_{c}}-1\right)\left(e^{q J J_{z} / k_{B} T_{c}}-1\right)+\left(e^{q J_{x} / k_{B} T_{c}}-1\right)\left(e^{q J_{y} / k_{B} T_{c}}-1\right)+ \\
& +\left(e^{q \cdot J_{y} / k_{B} T_{c}}-1\right)\left(e^{q J_{z} / k_{B} T_{c}}-1\right)+\left(e^{q J_{z} / k_{B} T_{c}}-1\right)\left(e^{q J_{x} / k_{B} T_{c}}-1\right)=q \tag{41}
\end{align*}
$$

If we take $J_{x}=0\left(\right.$ or $J_{y}=0$ or $J_{z}=0$ ) we reproduce Eq. (38).
For the anisotropic honeycomb lattice (dual of the triangular lattice) we have [98, 99]

$$
\begin{align*}
& q^{2}+q\left(e^{q J_{x} / k_{B} T_{c}}-1\right)+q\left(e^{q J_{y} / k_{B} T_{c}}-1\right)+q\left(e^{q J_{z} / k_{B} T_{c}}-1\right)- \\
& -\left(e^{q J_{x} / k_{B} T_{c}}-1\right)\left(e^{q J_{y} / k_{B} T_{c}}-1\right)\left(e^{q J_{z} / k_{B} T_{c}}-1\right)=0 \tag{42}
\end{align*}
$$

If we take $J_{x} \rightarrow \infty$ (or $J_{y} \rightarrow \infty$ or $J_{z} \rightarrow \infty$ ) we reproduce oncemore Eq. (38). In Ref. [100] critical points (with an expected good accuracy) associated with various other $d=2$
isotropic lattices are conjectured. Finally we present below the critical point corresponding to the anisotropic Potts antiferromagnet $\left(J_{x}, J_{y}<0\right)$ on the square lattice [101]:

$$
\begin{equation*}
\left(e^{q J_{x} / k_{B} T_{c}}+1\right)\left(e^{q J_{y} / k_{B} T_{c}}+1\right)=4-q \quad(q \leq 3) \tag{43}
\end{equation*}
$$

whose isotropic case is also represented in Fig. 8 (this figure contains also the ferromagnet case given by eq. (35)).

### 2.1.4 d=3

The approximate value of the Potts ferromagnetic critical points on isotropic simple cubic lattice (SC) and on other $d=3$ lattices can be found in Ref. [93]. These phase transitions are believed to be of the continous type for $q<q_{c}$ with $q_{c} \lesssim 3$ [102]. Concerning the $d=3$ Ising ferromagnet $(q=2)$, accurate estimates of critical exponents can be found in [103] and references therein.

The critical surface associated with the anisotropic Potts ferromagnet on the $S C$ lattice (arbitrary coupling constants $J_{x}, J_{y}$ and $J_{z}$ along the three axes) is known with quite good precision (see [104] and reference therein). We may define the $d=1 \leftrightarrow d=3$ and the $d=2 \leftrightarrow d=3$ crossover exponents $\phi_{13}$ and $\phi_{23}$ respectively through

$$
\begin{equation*}
e^{-q J_{x} / k_{B} T_{c}\left(J_{y} / J_{x}=J_{z} / J_{x}\right)} \propto\left(\frac{J_{y}}{J_{x}}\right)^{\phi_{13}} \quad\left(J_{y} / J_{x}=J_{z} / J_{x} \rightarrow 0\right) \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{k_{B} T_{c}\left(J_{z} / J_{x} ; J_{x}=J_{y}\right)}{J_{x}}-\frac{k_{B} T_{c}\left(0 ; J_{x}=J_{y}\right)}{J_{x}} \propto\left(\frac{J_{z}}{J_{x}}\right)^{\phi_{23}} \quad\left(J_{z} / J_{x} \rightarrow 0\right) \tag{45}
\end{equation*}
$$

Then we have that (see [104] and references therein)

$$
\begin{equation*}
\phi_{13}=1 \quad(\forall q) \tag{46}
\end{equation*}
$$

and

$$
\phi_{23} \simeq \begin{cases}1.75 & \text { if } q=1  \tag{47}\\ 7 / 4 & \text { if } q=2\end{cases}
$$

## $2.1 .5 \mathrm{~d} \geq 4$

Approximate Potts ferromagnetic critical points corresponding to several $d \geq 4$ hypercubic (as well as some others) isotropic lattices are presented (many of them on conjectural grounds) in Ref. [93]. For $d \geq 4, q_{c}=2$.

### 2.1.6 Bethe lattice

Here we shall follow Baxter's terminology [5] concerning the distinction between Cayley tree and the Bethe lattice with coordination number $z$. Both are constructed from a central point which is connected to $z$ points forming the first shell; in general, the $n^{\text {th }}$ shell $(n>1)$ is created by connecting $(z-1)$ new points to each of the points in the $(n-1)^{t h}$ shell. In the Bethe lattice only sites far from the boundary in the limit $n \rightarrow \infty$ are considered, while in the Cayley tree sites close to or on the boundary are also taken into account. The ferromagnetic Potts model on the Cayley tree presents some quite unusual properties (see, e.g., [84] and references therein) and we shall not consider it herein.

The critical point of the Potts ferromagnet on a $z$-coordinated Bethe lattice is given by (see [93] and references therein)

$$
\begin{equation*}
\frac{1-e^{-q J / k_{B} T_{c}}}{1+(q-1) e^{-q J / k_{B} T_{c}}}=\frac{1}{z-1} \quad(\forall q) \tag{48}
\end{equation*}
$$

This result can be extended to anisotropic Bethe lattices where the $z$ bonds (arriving on each site) are partitioned as follows: $n_{1}$ with coupling constant $J_{1}, n_{2}$ with coupling constant $J_{2}, \cdots$ and $n_{N}$ with coupling constant $J_{N}$ such that $\sum_{i=1}^{N} n_{i}=z$ (the partition is one and the same for all sites). The critical hypersurface is (conjecturally) given by [93]

$$
\left|\begin{array}{cccc}
1-t_{1}\left(n_{1}-1\right) & -t_{1} n_{2} & \cdots & -t_{1} n_{N}  \tag{49}\\
-t_{2} n_{1} & 1-t_{2}\left(n_{2}-1\right) & \cdots & -t_{2} n_{N} \\
\vdots & \vdots & & \vdots \\
-t_{N} n_{1} & -t_{N} n_{2} & \cdots & 1-t_{N}\left(n_{N}-1\right)
\end{array}\right|=0
$$

with

$$
\begin{equation*}
t_{i} \equiv \frac{1-e^{-q J_{i} / k_{B} T_{c}}}{1+(q-1) e-e^{-q J_{i} / k_{B} T_{c}}} \quad(i=1,2, \cdots, N) \tag{50}
\end{equation*}
$$

Eq. (49) recovers, as particular cases, all the exact results available in the literature.
With respect to the universality class, all Bethe lattices present classical values for the critical exponents, in particular $\nu=1 / 2$ and $\beta=1$ for $q=1$ [105], $\nu=1 / 2$ and $\beta=1 / 2$ for $q=2$ (see, e.g., [5]), and first order phase transitions for $q>2$ (see [106]).

### 2.2 The Bond-Random Potts Ferromagnet

We refer here to the quenched model unless specifically stated otherwise.

### 2.2.1 $\mathrm{d}=2$

We consider, for each bond, the following independent probability law for the coupling constant:

$$
\begin{equation*}
P\left(J_{i j}\right)=(1-p) \delta\left(J_{i j}-J_{1}\right)+p \delta\left(J_{i j}-J_{2}\right) \tag{51}
\end{equation*}
$$

with $0 \leq p \leq 1$ and $J_{1} \geq 0, J_{2}>0$.
An accurate critical surface $k_{B} T_{c}\left(p, J_{1} / J_{2}\right) / q J_{2}$ for the isotropic square lattice [107] is represented for $q=2$ and different values of $J_{1} / J_{2}$ in Fig. 9. The results for the triangular and honeycomb lattices are completely analogous [108]. Although known with high numerical accuracy (see [109, 108, 107]), the exact analytic expressions for these critical surfaces are not yet available. However some partial exact results can be presented [110-112]

$$
\begin{gather*}
\frac{1}{T_{c}(1,0)}\left[\frac{d T_{c}(p, 0)}{d p}\right]_{p=1}=\frac{2 \sqrt{q}}{(1+\sqrt{q}) \ln (1+\sqrt{q})} \quad(\forall q) \text { (square lattice) }  \tag{52}\\
{\left[\frac{d \exp \left(-q J_{2} / k_{B} T_{c}(p, 0)\right)}{d p}\right]_{p=p_{c}}=\frac{\ln q}{(q-1) p_{c}} \quad(\forall q)} \tag{53}
\end{gather*}
$$

(square, triangular and honeycomb lattices; $p_{c} \equiv$ bond percolation threshold)

$$
\begin{array}{r}
{\left[1+(q-1) \exp \left(-q J_{1} / k_{B} T_{c}\left(\frac{1}{2}, \frac{J_{1}}{J_{2}}\right)\right)\right] \times} \\
\times\left[1+(q-1) \exp \left(-q J_{2} / k_{B} T_{c}\left(\frac{1}{2}, \frac{J_{1}}{J_{2}}\right)\right)\right]=q \quad(\forall q) \quad \text { (square lattice) } \tag{54}
\end{array}
$$

The exact values for the $p=1$ slopes for the diluted case ( $J_{1}=0$ ) on the triangular and honeycomb lattices [111] are indicated in Table I. The slopes at $p=1$ for the quenched and annealed models coincide (see [113]) for any given lattice (not necessarily two-dimensional).

With respect to the critical exponents for any $d=2$ lattice it is believed that (see, e.g., [55]):
(i) At $T_{c}=0$, the universality class is that of percolation;
(ii) At $T_{c}>0$ and $q>4$ the phase transition is a first-order one;
(iii) At $T_{c}>0$ and $2<q \leq 4$, the universality class it that of the pure model if $p=1$, and a new one ("random") if $p<1$;
(iv) At $T_{c}>0$ and $q=2$, the universality class is that of the pure model if $p=1$, and unknown if $p<1$;
(v) At $T_{c}>0$ and $q<2$, the universality class is that of the pure model, $\forall p$.

### 2.2.2 Bethe lattice

We consider, on each bond of a z-coordinated Bethe lattice, an arbitrary independent probability law $P\left(J_{i j}\right)$ for the coupling constant, with the unique restriction that $P\left(J_{i j}\right)$ vanishes for $J_{i j}<0$. The critical frontier is (conjecturally) given by [93]

$$
\begin{equation*}
<\frac{1-e^{-q J / k_{B} T_{c}}}{1+(q-1) e^{-q J / k_{B} T_{c}}}>_{P(J)}=\frac{1}{z-1} \quad(\forall q) \tag{55}
\end{equation*}
$$

where $<\cdots>$ stands for the average value with the law $P(J)$. Eq. (55) recovers, as particular cases, all the exact results available in the literature [111, 55].

### 2.3 Resistor Network

We consider a quenched random distribution of conductances $g$ on a given lattice, each bond distribution law being given by

$$
\begin{equation*}
P(g)=(1-p) \delta\left(g-g_{1}\right)+p \delta\left(g-g_{2}\right) \tag{56}
\end{equation*}
$$

with $0 \leq p \leq 1$ and $g_{1}, g_{2} \geq 0$. We denote $\sigma(p)$ the conductivity of the random medium, and $\alpha \equiv g_{1} / g_{2}$. In the $\alpha=0$ and $\alpha \rightarrow \infty$ limits (diluted resistor network and diluted superconductor network respectively), we define the following critical exponents

$$
\begin{equation*}
\sigma(p) \propto\left(p-p_{c}\right)^{t} \quad\left(\alpha=0, p \rightarrow p_{c}+0\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(p) \propto\left(p-p_{c}\right)^{-s} \quad\left(\alpha \rightarrow \infty, p \rightarrow p_{c}+0\right) \tag{58}
\end{equation*}
$$

$p_{c}$ being the critical point for bond percolation.

### 2.3.1 d=2

The following results are exact for the square lattice [114-116]:

$$
\begin{equation*}
\left.\frac{1}{\sigma(1)} \frac{d \sigma(p)}{d p}\right|_{p=0}=\frac{2 \alpha(1-\alpha)}{1+\alpha} \tag{59}
\end{equation*}
$$

and consistently

$$
\begin{equation*}
\left.\frac{1}{\sigma(1)} \frac{d \sigma(p)}{d p}\right|_{p=1}=\frac{2(1-\alpha)}{1+\alpha} \tag{60}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\sigma(0) / \sigma(1)=\alpha \tag{61}
\end{equation*}
$$

and, more generally,

$$
\begin{equation*}
\frac{\sigma(p)}{\sigma(1)} \frac{\sigma(1-p)}{\sigma(1)}=\alpha \quad(\forall p) \tag{62}
\end{equation*}
$$

hence

$$
\begin{equation*}
\sigma(1 / 2) / \sigma(1)=\sqrt{\alpha} \tag{63}
\end{equation*}
$$

For the square lattice (and for any other $d=2$ lattice) we have ([117], [118] and references therein)

$$
\begin{equation*}
t=s \approx 1.3 \tag{64}
\end{equation*}
$$

### 2.3.2 $d \geq 3$

The following results are exact for the d-dimensional hypercubic lattice [115]:

$$
\begin{equation*}
\left.\frac{1}{\sigma(1)} \frac{d \sigma(p)}{d p}\right|_{p=0}=\frac{d \alpha(1-\alpha)}{1+(d-1) \alpha} \tag{65}
\end{equation*}
$$

and consistently

$$
\begin{equation*}
\left.\frac{1}{\sigma(1)} \frac{d \sigma(p)}{d p}\right|_{p=1}=\frac{d(1-\alpha)}{d-1+\alpha} \tag{66}
\end{equation*}
$$

Also, for any $d=3$ lattices we have $[115,119] t \simeq 1.7$ and $t /(t+s) \simeq 0.7$

### 2.4 Z(q) Model

Unless otherwise stated, we refer to the ferromagnetic case, the interactions only existing between first-neighbours.

### 2.4.1 Isotropic $Z(4)$ ferromagnet on the square lattice

The pair Hamiltonian given by eq. (9) can be rewritten, for $q=4$, in terms of two coupled Ising variables $\sigma_{i}$ and $\tau_{i}$, namely [120]

$$
\begin{equation*}
\mathcal{H}_{i j}=J_{1}-J_{1}\left(\sigma_{i} \sigma_{j}+\tau_{i} \tau_{j}\right)-2 J_{2} \sigma_{i} \sigma_{j} \tau_{i} \tau_{j} \quad\left(\sigma_{i}= \pm 1, \tau_{i}= \pm 1\right) \tag{67}
\end{equation*}
$$

The phase diagram presents, for $J_{1} \geq 0$ and $J_{1}+2 J_{2} \geq 0$, three phases namely the paramagnetic $(P)$, ferromagnetic $(F)$ and intermediate $(I)$ ones. We show in Fig. 10 an accurate approximation [121] for it which recovers all the exact results available for the square lattice. The $P-F$ critical line satisfies the duality condition given by

$$
\begin{equation*}
e^{-4 K_{1}}+2 e^{-2\left(K_{1}+2 K_{2}\right)}=1 \quad\left(K_{\alpha}=J_{\alpha} / k_{B} T ; \alpha=1,2\right) . \tag{68}
\end{equation*}
$$

Its universality class is a continuous function of $J_{1} / J_{2}$ (a fact which is not reproduced in [121]). For instance, its critical exponent $\nu$ is given by [122]:

$$
\begin{equation*}
\nu=\left\{2-\frac{\pi}{2} \cos ^{-1}\left[\tanh \left(4 K_{2}\right) /\left(\tanh \left(4 K_{2}\right)-1\right)\right]\right\}^{-1} \quad\left(-1 / 2 \leq J_{2} / J_{1} \leq 1 / 2\right) \tag{69}
\end{equation*}
$$

The IP and IF critical lines belong to the Ising universality class, but their analytical expressions are yet unknown, though they are closely related (through duality). Their $J_{2} / J_{1} \rightarrow \infty$ limits are known, namely

$$
\begin{equation*}
\lim _{J_{2} / J_{1} \rightarrow \infty} \frac{k_{B} T^{I P}}{J_{2}}=\frac{4}{\ln (1+\sqrt{2})}=2 \times 2.269 \ldots \tag{70}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{J_{2} / J_{1} \rightarrow \infty} \frac{k_{B} T^{I F}}{J_{1}}=\frac{4}{\ln (1+\sqrt{2})}=2 \times 2.269 \ldots \tag{71}
\end{equation*}
$$

thus reproducing the Ising critical point.

### 2.4.2 Duality

Since Kramers and Wannier [123] derived a duality transformation for the Ising model on the square lattice (i.e., a relation connecting the partition functions in the high-and low-temperature regions) there has been many generalizations of this transformation to different statistical systems (see [31] and references therein).

For the $Z(q)$ ferromagnet on the square lattice, the duality transformation leaves invariant the following hypersurface (which becomes a point for $q=2,3$, a line for $q=4,5$, a surface for $q=6,7$, and so on): $[32,124,125]$

$$
\begin{equation*}
x_{\alpha}^{D}=x_{\alpha} \tag{72.a}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{\alpha} \equiv \exp \left\{\sum_{\delta=0}^{q-1} K_{\delta}\left[\cos \left(\frac{2 \pi \alpha \delta}{q}\right)-1\right]\right\} \tag{72.b}
\end{equation*}
$$

and its dual variable $x_{\alpha}^{D}$ is given by

$$
\begin{equation*}
x_{\alpha}^{D}=\frac{\sum_{\eta=0}^{q-1} \exp (2 \pi i \alpha \eta / q) x_{\eta}}{\sum_{\eta=0}^{q-1} x_{\eta}} \tag{72.c}
\end{equation*}
$$

hereafter referred to as self-dual hypersurface (not all the points of which are themselves self-dual; see [125]). If an odd (even) number of phase transitions exists when $T$ increases from zero to infinity, necessarily one (none) of them lies on the self-dual hypersurface; all the others, if any, being strictly related two by two through duality (to each phase transition existing below the self-dual temperature corresponds one and only one above that temperature related through the duality transformation; i.e., if there are, for example, three phase transitions, then one necessarily coincides with the self-dual temperature and the other two are transformed through duality one into the other). This statement is correct for all $q>0$ and for arbitrary values of the coupling constants along the x -and y -axes; it implies nothing concerning the nature of the transitions (continuous or of the first-order, with or without spontaneous symmetry breaking, universality class, etc).

The same type of arguments can be extended to other planar lattices (e.g., triangular and honeycomb) by adding duality to other convenient transformations (e.g., startriangle), but this is out of the present scope.

## 3 TRANSMISSIVITIES AND THE BREAKCOLLAPSE METHOD

This Section is devoted to the exact calculation, using the Break-collapse method, of correlation-like quantities for finite (connected) graphs (i.e., connected arrays of edges joining vertices) associated with bond percolation, Potts model and other classical physical systems. These calculations constitute the basis on which are constructed the RG's presented in Section 4.

### 3.1 Bond Percolation

Let us consider a series array of two bonds whose independent occupancy probabilities are $p_{1}$ and $p_{2}$. The equivalent probability $p_{s}$ is given by

$$
\begin{equation*}
p_{s}=p_{1} p_{2} \tag{73}
\end{equation*}
$$

where "equivalent" is used in the sense that the array can be replaced by a single bond connecting the two terminal sites (or external sites, noted $\circ$, to distinguish them from the internal sites, noted •). If the array is a parallel one, the equivalent propability $p_{p}$ can be obtained through analysis of the 4 possible configurations; it is given by

$$
\begin{equation*}
p_{p}=p_{1} p_{2}+p_{1}\left(1-p_{2}\right)+p_{2}\left(1-p_{1}\right) \tag{74}
\end{equation*}
$$

hence

$$
\begin{equation*}
p_{p}=p_{1}+p_{2}-p_{1} p_{2} . \tag{75}
\end{equation*}
$$

This equation can be rewritten in a series-like form, namely

$$
\begin{equation*}
p_{p}^{D}=p_{1}^{D} p_{2}^{D} \tag{76}
\end{equation*}
$$

with

$$
\begin{equation*}
p^{D} \equiv 1-p \tag{77}
\end{equation*}
$$

The variable $p^{D}$ plays a role, as shown in [126], similar to the dual variable of the duality transformation for the partition function of the Ising model [123]. Furthermore as
we shall see below, the geometric dual of two edges in series is two edges in parallel if we consider the terminal sites as roots (roots are specially distinguished vertices of a graph). These two facts justify the use of the superscript $D$ standing for dual in eqs. (76) and (77). A rooted graph is said to be planar if it can be embedded in the plane in such a way that no edge crossing exists except at a vertex. Any possible embedding of a planar graph represents a plane graph. In Fig. 11 we show a few two-rooted plane (a-d), planar (a-e) and non-planar (f,g) graphs. Let us consider a connected two-rooted plane graph $G$ which has the following characteristics: i) it does not contain any single-edge loop or any unrooted vertex which has a coordination number 1 (i.e., which is connected to an unique vertex), ii) its articulation points (an articulation point is one that if we remove it together with its incident edges the graph becomes disconnected), if any, are not rooted iii) the roots are on the boundary of the infinite (exterior) face. Examples of such graphs $G$ can be seen in Fig. 11 (a-d). Now imagine a boundary line running from each root out to infinity; these two non-intersecting lines divide the infinite face into two regions which we shall picture as being the "two (imaginary) infinite faces" of $G$. The dual $G^{D}$ of such a graph $G$ is defined [127-129] as another two-rooted graph constructed as follows:
i) place one unrooted vertex of $G^{D}$ on each of the finite (or inner) faces of $G$ ii) place each rooted vertex of $G^{D}$ on each "imaginary infinite face"
iii) draw an edge joining the vertices of $G^{D}$ which lie in the faces adjoining an edge of $G$ (which implies that each edge of one graph crosses one and only one of the other and that each unrooted vertex of one graph is surrounded by an elementary mesh of the other).

In Fig. 12 we have represented a few couples of two-rooted dual graphs ((a), (c) and (d) are self-dual). The extension of this duality construction to graphs with any number of roots has been done in this decade [129], while the dual of a lattice (which can be seen as an infinite unrooted graph) and that of an unrooted or one-rooted (the root residing in the infinite face) graph has been established much earlier (see [130, 131]). For example, the triangular (Kagomé) lattice is the dual of the honeycomb (diced) lattice; the square lattice is self-dual. The self-duality of the anisotropic bond percolation on the square lattice (arbitrary $p_{x}$ and $p_{y}$ ) enables, following along the lines of refs. [123] and [6] for the Ising model, the immediate calculation of its bond percolation critical line. The full
discussion and derivation was first done by Sykes and Essam [126], but a quick derivation can be done as follows: self-duality yields $p_{x}^{D}=p_{y}$, which, together with definition (77), provides the exact result $p_{x}+p_{y}=1$.

If we have a series or parallel array of $\ell$ bonds, the respective eqs. (73) and (76) are immediately generalized into

$$
\begin{equation*}
p_{s}=\prod_{i=1}^{\ell} p_{i} \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{p}^{D}=\prod_{i=1}^{\ell} p_{i}^{D} \tag{79}
\end{equation*}
$$

hence

$$
\begin{equation*}
p_{p}=1-\prod_{i=1}^{\ell}\left(1-p_{i}\right) \tag{80}
\end{equation*}
$$

The use of algorithms (78) and (80) enables, without performing the configurational analysis, the calculation of the equivalent probability of any two-rooted graph sequentially reducible in series and parallel operations (e.g., graphs appearing in Figs. 12 (b,e,f)), but not of the irreducible ones (e.g., graphs appearing in Figs. 11(b-g)). We now describe the Break-collapse method (BCM) which applies to any two-rooted graph.

### 3.1.1 Break-collapse method and other properties

We consider an arbitrary connected two-rooted graph $G$ with roots 1 and 2, the edges of which are respectively associated with probabilites $\left\{p_{i}\right\}$. In many cases all the edges of $G$ are relevant in the sense that the deletion of any of them modifies the connectivity properties between the roots, or equivalently that the graph coincides with its backbone (if we assume that arbitrary finite electrical conductances are placed on the edges of the graph, the backbone is the set of edges along which current flows when a voltage is applied between the roots of the graph). See, in Fig. 13, graphs which include at least one irrelevant edge. We note $P_{12}\left(\left\{p_{i}\right\}, G\right)$ the probability that the root 1 and 2 be connected (this is the pair connectedness introduced by Essam [7]), i.e, that at least one path of active bonds connects the roots. $P_{12}\left(\left\{p_{i}\right\}, G\right)$ is a polynomial of the $\left\{p_{i}\right\}$; if the graph includes irrelevant edges, $P_{12}$ will not depend on their occupancy probabilities (if all edges have the same probability $p, P_{12}$ will be a polynomial in $p$ with degree $N_{b} \equiv$ number
of relevant edges $)$. In general $P_{12}\left(\left\{p_{i}\right\}, G\right)$ satisfies $P_{12}\left(\left\{p_{i}=0\right\}\right)=0$ and $P_{12}\left(\left\{p_{i}=\right.\right.$ $1\})=1$, and is a multilinear function of $\left\{p_{i}\right\}$, i.e., it can always be written as follows: $P_{12}\left(\left\{p_{i}\right\}\right)=A\left(\left\{p_{i}\right\}^{\prime}\right)+B\left(\left\{p_{i}\right\}^{\prime}\right) p_{j}$, where $p_{j}$ is the probability associated with an arbitrarily chosen bond, and the set $\left\{p_{i}\right\}^{\prime}$ excludes $p_{j}$. We note $P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{b}\right)\left(P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{c}\right)\right)$ the pair connectedness probability associated with the $j$-broken ( $j$-collapsed) graph, defined as the one obtained from $G$ by taking $p_{j}=0\left(p_{j}=1\right) . G_{j}^{b}$ is the graph obtained from $G$ by deleting the edge $j$ of $G$, while $G_{j}^{c}$ is obtained from $G$ by contracting (i.e., by deleting the edge $j$ and indentifying its incident vertices) the edge $j$ of $G . A$ and $B$ are trivially evaluated in terms of the pair connectedness of $G_{j}^{b}$ and $G_{j}^{c}$, and the following algorithm holds:

$$
\begin{equation*}
P_{12}\left(\left\{p_{i}\right\}, G\right)=\left(1-p_{j}\right) P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{b}\right)+p_{j} P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{81}
\end{equation*}
$$

The iterative use of this algorithm, which we shall call the break-collapse equation, together with (78) and (79) will lead eventually to an effective edge $j$ whose pair connectivity is a multilinear function of some $p_{i}^{\prime} s$. In order to include this case one should regard $p_{j}$ as being, in fact, the effective probability of the edge $j$ given by the pair connectivity of the subgraph which generated it. Similarly, the $p_{i}^{\prime} s$ and $p_{i}^{D \prime} s$ which appear in eqs. (78) and (79) should be considered as effective probabilities.

Besides eqs. (81), another valuable property is the factorization rule for articulated graphs; this refers to a situation where there is an articulation point $i$. In this case the graph $G$ becomes the union of two subgraphs, $G_{1}$ and $G_{2}$, which intersect at only $i$ (we say that $G_{1}$ and $G_{2}$ are in series). We have, thus, to consider two cases according to the distribution of the roots:

1) If $G_{1}$ contains one root, say 1 , and $G_{2}$ contains the other root, then the following factorization occurs [132]

$$
\begin{equation*}
P_{12}\left(G_{1} U G_{2}\right)=P_{1 i}\left(G_{1}\right) P_{i 2}\left(G_{2}\right) \tag{82.a}
\end{equation*}
$$

2) If all the roots belong to only one subgraph (including the case where one of the roots coincides with the articulation point itself), say $G_{1}$, then all the edges of $G_{2}$ are irrelevant for the pair connectedness $P_{12}$ and the following relation holds

$$
\begin{equation*}
P_{12}\left(G_{1} U G_{2}\right)=P_{12}\left(G_{1}\right) \tag{82.b}
\end{equation*}
$$

which is a particular case of eq. (6.6a) of ref. [133].
An example of the first situation is the following:

$$
\begin{equation*}
P_{12}\left(\hat{\sigma}_{\rho_{2}^{1}}^{\mathrm{i}}\right)=P_{1 i}\left(\oint_{0}^{1}\right) P_{i 2}\left(\hat{\sigma}_{2}^{\mathrm{i}}\right) \tag{83}
\end{equation*}
$$

where we have illustrated the fact that the articulation point generates in this situation a root on each of the subgraphs.

An example where eq. (82b) applies is the graph of Fig. (13a).
We shall refer to the iterative use of eqs. (78), (80), (81) and (82) as many times as needed for calculating $P_{12}\left(\left\{p_{i}\right\}, G\right)$ as the Break-collapse method (BCM); it enables the full calculation of the pair connectedness of any two-rooted graph without any configurational analysis. The BCM is operationally very convenient, can be analytically implemented in computer, and enables consequently the treatment of quite large arrays, practically untractable within more traditional procedures. Eq. (81) coincides with eq. (3.11) of Essam [132], referred to as the edge substitution equation for the pair connectedness. Later on we shall present successive extensions (Potts, resistor, directed percolation, $Z(q)$ and cubic model), where specific variables and operations will be described. However we can already antecipate that all these procedures essentially rely on a single very simple property: multilinearity (in appropriate variables) of the relevant quantities.

Before going on, let us perform a brief illustration of the BCM to the graph $G$ shown on the left of Fig. 12c with $p_{1}=p_{2}=p_{3}=p_{4}=p_{5}=p$ :

$$
\begin{align*}
P_{12}(p, G)= & (1-p) P_{12}\left(G_{5}^{b}, p\right)+p P_{12}\left(G_{5}^{c}, p\right)= \\
= & (1-p)\left(2 p^{2}-p^{4}\right)+p\left(2 p-p^{2}\right)^{2}=2 p^{2}+2 p^{3}-5 p^{4}+2 p^{5} \tag{84}
\end{align*}
$$

where the 5 -broken $G_{5}^{b}$ ( 5 collapsed $G_{5}^{c}$ ) graph is shown in the left (right) of Fig. 12 f with each edge having probability $p$.

This result was first obtained, through configurational analysis, by Reynolds et al. (Eq. (12) of [134]).

We list now several interesting properties:
(i) Equation (81) reproduces Eqs. (73) and (75) as particular cases.
(ii) As an immediate corollary of Eq. (81) we obtain

$$
\begin{equation*}
\frac{\partial P_{12}}{\partial p_{j}}\left(\left\{p_{i}\right\}, G\right)=P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{c}\right)-P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{b}\right) \tag{85}
\end{equation*}
$$

(iii) Algorithm (81) can be generalized into a kind of binominal expression if we breakcollapse more than one bond simultaneously. If we note $G_{j k}^{b b}, G_{j k}^{b c}, G_{j k}^{c b}$ and $G_{j k}^{c c}$ the graphs obtained from a given graph $G$ by simultaneously breaking-collapsing (as indicated in the superscript) its $j$-th and k-th edges, we verify

$$
\begin{align*}
P_{12}\left(\left\{p_{i}\right\}, G\right) & =\left(1-p_{j}\right)\left(1-p_{k}\right) P_{12}\left(\left\{p_{i}\right\}^{\prime \prime}, G_{j k}^{b b}\right)  \tag{86}\\
& +\left(1-p_{j}\right) p_{k} P_{12}\left(\left\{p_{i}\right\}^{\prime \prime}, G_{j k}^{b c}\right) \\
& +p_{j}\left(1-p_{k}\right) P_{12}\left(\left\{p_{i}\right\}^{\prime \prime}, G_{j k}^{c b}\right)+p_{j} p_{k} P_{12}\left(\left\{p_{i}\right\}^{\prime \prime}, G_{j k}^{c c}\right)
\end{align*}
$$

where the set $\left\{p_{i}\right\}^{\prime \prime}$ excludes $p_{j}$ and $p_{k}$. This relation is trivially extended to the case where we operate on three or more edges simultaneously. Let us illustrate this property on the following example (where all bonds have occupancy probability $p$ ):

$$
\begin{equation*}
P_{12}\left(\sigma_{2}^{1}\right)=(1-p)^{2} P_{12}\left(\sigma_{0}^{\infty}\right)+2 p(1-p) P_{12}\left(\sigma_{0}^{\infty}\right)+p^{2} P_{12}\binom{\theta}{\theta} \tag{87}
\end{equation*}
$$

(iv) A pair of dual two-rooted graphs, whose associated pair connectedness are respectively $P_{12}\left(\left\{p_{i}\right\}, G\right)$ and $P_{12}\left(\left\{p_{i}^{D}\right\}, G^{D}\right)$ where the sets $\left\{p_{i}\right\}$ and $\left\{p_{i}^{D}\right\}$ are such that each bond of one graph has an occupancy probability which is the dual of that of the corresponding bond in the other graph (see various illustrations in Fig. 12), satisfy

$$
\begin{equation*}
P_{12}\left(\left\{p_{i}^{D}\right\}, G^{d}\right)=1-P_{12}\left(\left\{p_{i}\right\}, G\right) \equiv\left[P_{12}\left(\left\{p_{i}\right\}, G\right)\right]^{D} \tag{88}
\end{equation*}
$$

In short we could say that "the dual of the (associated) pair connectedness on a graph is equal to the (associated) pair connectedness of the dual". An immediate corollary is that any self-dual two-rooted graph (e.g., those appearing in Figs. 11 (a-d)), all the bonds of which have $p_{i}=1 / 2$ (hence $p_{i}=p_{i}^{D}$ ), satisfies $P_{12}(G)=1 / 2$. This property (and the similar ones for the Potts and other models expressed in the transmissivity variables) is the basis for using self-dual clusters in the RG approach of the square lattice (self-dual itself).
(v) If we have a pair of dual two-rooted graphs, noted $G$ and $G^{D}$, and break-collapse the $j$-th bond of each of the graphs, we verify that

$$
\begin{equation*}
\left(G_{j}^{b}\right)^{D}=\left(G^{D}\right)_{j}^{c} \tag{89}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(G_{j}^{c}\right)^{D}=\left(G^{D}\right)_{j}^{b} \tag{90}
\end{equation*}
$$

consequently, if $G=G^{D}$, then $G_{j}^{b}$ and $G_{j}^{c}$ are dual (if $G$ is given by Fig. 12(c) and $j=5$ then Fig. 12 (f) illustrates this property). Also we have that a graph is series/parallel reducible if an only if the same happens with its dual. Eqs. (89) and (90) being topological (and not functional) relations, they are model independent (i.e., they hold for bond percolation, Potts model, etc.).

### 3.1.2 Extension to multi-rooted graphs

Within the context of bond percolation it is interesting to define multi-rooted (n-rooted) graphs (whose edges have occupancy probabilities $\left\{p_{i}\right\}$ ) which contain $n \geq 1$ roots. We note $P_{12 \cdots n}\left(\left\{p_{i}\right\}, G\right)$ the multi-connectedness function, i.e., the probability that all the $n$ roots $1,2,3 \cdots, n$ of $G$ be connected. $P_{12 \cdots n}\left(\left\{p_{i}\right\}, G\right)$ vanishes if the graph contains one or more disconnected roots. $P_{12 \ldots}\left(\left\{p_{i}\right\}, G\right)$ equals 1 for any graph with $n=1$, and reproduces the pair connectedness [7] (discussed in Section 3.1.1) for $n=2$. Examples with $n \geq 3$ are presented in Fig. 14. Configurational analysis yields

$$
\begin{align*}
P_{123}\left(p_{1}, p_{2}, p_{3}, G_{\Delta}\right) & =p_{1} p_{2} p_{3}+\left(1-p_{1}\right) p_{2} p_{3}+\left(1-p_{2}\right) p_{1} p_{3}  \tag{91}\\
& +\left(1-p_{3}\right) p_{1} p_{2}=p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}-2 p_{1} p_{2} p_{3}
\end{align*}
$$

and

$$
\begin{equation*}
P_{123}\left(p_{1}^{D}, p_{2}^{D}, p_{3}^{D}, G_{Y}\right)=p_{1}^{D} p_{2}^{D} p_{3}^{D} \tag{92}
\end{equation*}
$$

respectively associated with Figs. 14(a) and 14(b).
The break-collapse equation (Eq. (81)) stands precisely as before (i.e., as for $n=$ 2)[133], with the following supplementary rules:
(i) the collapse of two or more vertices yields a root if a least one of them is a root (consequently, it yields an unrooted vertex only if all of them are unrooted ones);
(ii) articulation points can be indistinctively considered as roots or unrooted vertices if the connection of the other roots requires paths containing necessarily these articulation points. For example, Eq. (91) can be recovered as follows if we apply the break-collapse equation to bond 1 of graph $G_{\Delta}$ :

$$
\begin{equation*}
P_{12}\left(p_{1}, p_{2}, p_{3}, G_{\Delta}\right)=p_{1}\left(p_{2}+p_{3}-p_{2} p_{3}\right)+\left(1-p_{1}\right) p_{2} p_{3} \tag{93}
\end{equation*}
$$

Another illustration is indicated in Figs. 14 (d-f).
Before going on, it is worth noting that Eqs. (91) and (92) enable a quick derivation of the anisotropic bond percolation exact critical frontiers for the triangular and honeycomb lattices (with occupancy probabilities $p_{1}, p_{2}$ and $p_{3}$ respectively along the three crystalline axes), first obtained by Sykes and Essam [126]. The equations, which implicitely involve the well known star-triangle and duality transformations (see details in $[54,126]$ ), are respectively given by

$$
\begin{equation*}
P_{123}\left(p_{1}, p_{2}, p_{3}, G_{\Delta}\right)=P_{123}\left(p_{1}^{D}, p_{2}^{D}, p_{3}^{D}, G_{Y}\right) \quad \text { (triangular lattice) } \tag{94}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{123}\left(p_{1}^{D}, p_{2}^{D}, p_{3}^{D}, G_{\Delta}\right)=P_{123}\left(p_{1}, p_{2}, p_{3}, G_{Y}\right) \quad \text { (honeycomb lattice) } \tag{95}
\end{equation*}
$$

Let us finally mention that the factorization rules (eq. 82) (see [133]) and the properties (ii) and (iii) of Section 3.1.1 hold similarly for multi-rooted graphs.

### 3.2 Potts Model

In the present Section we extend to the q -state Potts model the results and methods of Section 3.1, herein recovered as the $q \rightarrow 1$ limit.

### 3.2.1 Thermal transmissivity

We first consider a series array of two edges (with Potts coupling constants $J_{1}$ and $J_{2}$ ) and three vertices (see Fig. 15(a)). The corresponding Hamiltonian is given by $\mathcal{H}_{123}=$ $-q J_{1} \delta_{\sigma_{1}, \sigma_{3}}-q J_{2} \delta_{\sigma_{3}, \sigma_{2}}$, and the associated canonical density operator $\rho_{123}$ is proportional to
$\exp \left(-\mathcal{H}_{123} / k_{B} T\right)$. All possible thermal equilibrium statistical quantities associated with this system can be calculated in terms of $\rho_{123}$. An important subset of these quantities involve canonical averages of functions of $\sigma_{1}$ and/or $\sigma_{2}$, but not $\sigma_{3}$; we refer herein to all those resulting from interactions (with the system) through $\sigma_{1}$ and/or $\sigma_{2}$, but not directly through $\sigma_{3}$. For this subset of quantities, we can perform the calculations by using $\rho_{123}$ or, better, $\operatorname{Tr}_{\sigma_{3}} \rho_{123}$. Consistently we next propose a trial Potts Hamiltonian $\mathcal{H}_{12}^{s}=-q J_{s} \delta_{\sigma_{1}, \sigma_{2}}-q J_{0}^{\prime}$, and check whether the following equality can be imposed:

$$
\begin{equation*}
e^{-\mathcal{H}_{12}^{s} / k_{B} T}=\operatorname{Tr}_{\sigma_{3}} e^{-\mathcal{H}_{123} / k_{B} T} \tag{96}
\end{equation*}
$$

where $J_{0}^{\prime}$ (zero-energy shift) and $J_{s}$ are quantities to be found. By using the property $e^{\lambda \delta_{\sigma_{i} \sigma_{j}}}=1+\delta_{\sigma_{i}, \sigma_{j}}\left(e^{\lambda}-1\right)(\forall \lambda)$, and performing the sum $\sum_{\sigma_{3}=1}^{q}$, one straightforwardly obtain (see [2]):

$$
\begin{equation*}
t_{s}=t_{1} t_{2} \quad(\text { series }) \tag{97}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{q K_{0}^{\prime}}=(q-2)+e^{q K_{1}}+e^{q K_{2}} \tag{98}
\end{equation*}
$$

where

$$
\begin{equation*}
t \equiv \frac{1-e^{-q K}}{1+(q-1) e^{-q K}} \tag{99}
\end{equation*}
$$

and, for all $J_{i}^{\prime} s$,

$$
\begin{equation*}
K_{i} \equiv J_{i} / k_{B} T \tag{100}
\end{equation*}
$$

We first note that equality (96) is indeed possible, no coupling proliferation occuring (i.e., no other interaction is needed than the Potts pair one, with an equivalent coupling constant $J_{s}$ and a trivial zero-energy shift). This convenient property is, in some sense, a quite rare one, most many-body interactions not remaining, in this type of array composition, closed into themselves. The t-variable (hereafter referred to as thermal transmissivity [68]) will prove to be an extremely useful one for the present purposes; in particular, it recovers, in the $q \rightarrow 1$ limit, transformation (3). This variable was first introduced (with no particular denomination) by Domb in 1974 [2] in the context of high-temperature series expansions; it was, since then, practically forgotten (as well as the algorithm (97), also first established by Domb [2]). More recently, the variable was independently rediscovered in

Oxford [135] and Rio de Janeiro [68], and since then intensively used in the context of RG treatments and related subjects $[112,109,93,108,107,104][136-152][133]$. Its particular case for the Ising model (where the transmissivity reduces to $t=t h(K)$ ) becomes the high-temperature expression variable noted sometimes $w$ by Domb [154] which has been introduced much earlier than the general definition (99); it has been widely used not only in the context of series expansions (see [154] and references therein) but also in $R G$ approaches [155-180].

In the ferromagnetic case $(J>0)$ and for all $q>0, t$ monotonously increases from 0 to 1 while $J / k_{B} T$ increases from zero (completely uncorrelated spins) to infinity (completely correlated spins). In the antiferromagnetic case ( $J<0$ ), and for all $q \geq 1$, it monotonously decreases from 0 to $-1 /(q-1)$ while $|J| / k_{B} T$ increases from zero to infinity. Finally, if $J<0$ and $0<q<1$ (analytic extension), the variation interval of $t$ is a disconnected one, namely $(-\infty, 0]$ and $[1 /(1-q), \infty)$.

Last but not least, let us make clear that imposition of equalities like that of Eq. (96) is equivalent [139] to preserving, through array composition, the two-body correlation function $\Gamma_{12}$ between the rooted sites 1 and 2. Indeed if we have two sites ( $i$ and $j$ ) connected through the Potts dimensionless coupling constant $K_{i j}$, we immediately verify, for the corresponding thermal transmissivity, that

$$
\begin{equation*}
t_{i j}=\Gamma_{i j} \equiv \frac{q<\delta_{\sigma_{i}, \sigma_{j}}>-1}{q-1} \tag{101}
\end{equation*}
$$

where $\langle\cdots\rangle$ denotes canonical thermal mean value.
Note that this expression has a form totally similar to that of the commonly defined Potts ferromagnet order parameter $m \equiv\left(q<\delta_{\sigma_{i}, 0}>-1\right) /(q-1)$, which varies from 1 to 0 while $T$ increases from 0 to the critical temperature $T_{c}$, and remains zero for all $T>T_{c}$.

If we have a series array of $\ell$ bonds, Eq. (97) is generalized into

$$
\begin{equation*}
t_{s}=\prod_{i=1}^{\ell} t_{i} \quad(\text { series }) \tag{102}
\end{equation*}
$$

If all bonds have the same transmissivity t , we obtain the well known two-end correlation function for the linear chain $t_{s}=t^{\ell}=e^{-\ell / \xi}$, with the correlation lenght $\xi=1 / \ln (1 / t)$, which diverges at $t=1$ (i.e., $T_{c}=0$ ) with a critical exponent $\nu_{t}=1, \forall q$.

We consider now a parallel array of two edges (with coupling constants $J_{1}$ and $J_{2}$ ), as indicated in Fig. 15 (b). The corresponding Hamiltonian is $-q J_{1} \delta_{\sigma_{1}, \sigma_{2}}-q J_{2} \delta_{\sigma_{1}, \sigma_{2}}$, therefore the equivalent coupling constant $J_{p}$ is given by

$$
\begin{equation*}
J_{p}=J_{1}+J_{2} \tag{103}
\end{equation*}
$$

hence

$$
\begin{equation*}
t_{p}=\frac{t_{1}+t_{2}+(q-2) t_{1} t_{2}}{1+(q-1) t_{1} t_{2}} \quad(\text { parallel }) \tag{104}
\end{equation*}
$$

which was first derived by Domb [2]. Eq. (104) can be rewritten as:

$$
\begin{equation*}
t_{p}^{D}=t_{1}^{D} t_{2}^{D} \quad(\text { parallel }) \tag{105}
\end{equation*}
$$

with

$$
\begin{equation*}
t^{D} \equiv \frac{1-t}{1+(q-1) t} \tag{106}
\end{equation*}
$$

where again D stands for dual since eq. (106) provides the same relation between the coupling constants for dual lattices as that one which appeared in the duality transformation for the partition function of the Potts model, first derived for the square lattice by Potts [1]. Let us point out that the form (106) is the most general ratio of linear funtions of $t$ which vanishes for $t=1$, equals unity for $t=0$, and which applied twice leaves the argument invariant. We also note that, in the $q=1$ case, Eqs. (104) and (106) respectively recover Eqs. (75) and (77). The exact [98, 181] ferromagnetic critical line corresponding to the anisotropic square lattice (with transmissivities $t_{x}$ and $t_{y}$ along the x and y axes) is quickly derived by using definition (106): it is given by $t_{x}=t_{y}^{D}$.

The neutral element for parallel composition is $t=0$ ( $t_{2}=0$ implies, in Eq. (104), $t_{p}=t_{1}, \forall t_{1}$ ); in the same way, the neutral element for series composition is $t=1$ (see Eq. (97)). Also, it is not without interest to mention a similarity with Special Relativity in a parallel array. $t_{2}=1$ implies $t_{p}=1, \forall t$ (see Eq. (104)), in analogy with the relativistic composition of velocities (the total speed is that of light if one of the speeds is that of light, no matter the other one). In fact, algorithm (104) becomes, for $q=1$, absolutely isomorphic to the relativistic composition of speeds, the correspondence being $t \leftrightarrow v / c$ ( v and $c$ respectively are the speeds of the system and that of light).

If we have a parallel array of $\ell$ bonds, Eq. (105) is generalized into

$$
\begin{equation*}
t_{p}^{D}=\prod_{i=1}^{\ell} t_{i}^{D} \tag{107}
\end{equation*}
$$

hence

$$
\begin{equation*}
t_{p}=\frac{1-\prod_{i=1}^{\ell} \frac{1-t_{i}}{1+(q-1) t_{i}}}{1+(q-1) \prod_{i=1}^{\ell} \frac{1-t_{i}}{1+(q-1) t_{i}}} \tag{108}
\end{equation*}
$$

Similarly to the case of bond percolation, algorithms (102) and (108) enable, without performing any partial tracings, the calculation of the pair correlation functions for any two-rooted graph sequentially reducible in series and parallel operations. We describe in the next Section how to deal with the irreducible ones.

### 3.2.2 Break-collapse method and other properties

Analogously to Section 3.1.1 we consider here an arbitrary connected two-rooted graph $G$, the edges of which are respectively associated with transmissivities $\left\{t_{i}\right\}$. The equivalent transmissivity between the roots 1 and 2 of the graph $G$, noted $T_{12}\left(\left\{t_{i}\right\}, G\right)$, is the transmissivity of an effective single edge $e_{\text {eff }}$ joining 1 and 2 whose effective dimensionless coupling constant $K_{\text {eff }}$ is obtained analogously to eq. (96) by using the Hamiltonian $\mathcal{H}(G)$ associated with the graph $G$ instead of $\mathcal{H}_{123}$, i.e.:

$$
\begin{equation*}
T_{12}\left(\left\{t_{i}\right\}, G\right)=\frac{1-e^{-q K_{e f f}}}{1+(q-1) e^{-q K_{e f f}}} \tag{109.a}
\end{equation*}
$$

with $K_{\text {eff }}$ being given by:

$$
\begin{equation*}
e^{q K_{o}^{\prime}} e^{q K_{e f f} \delta_{\sigma_{1}, \sigma_{2}}}=T r^{\prime}\left\{e^{-\mathcal{H}(G) / k_{B} T}\right\} \tag{109.b}
\end{equation*}
$$

wher $T r^{\prime}$ refers to the trace over the configurations of only the internal spins located on the unrooted vertices, and $K_{0}^{\prime}$ is due to the renormalization of the zero-energy.

Some years ago it was proved [139] that for any graph $G$ one has:

$$
\begin{equation*}
T_{12}\left(\left\{t_{i}\right\}, G\right)=\Gamma_{12}\left(\left\{t_{i}\right\}, G\right) \tag{110}
\end{equation*}
$$

where $\Gamma_{12}\left(\left\{t_{i}\right\}, G\right)$ is the correlation function between $\sigma_{1}$ and $\sigma_{2}$ on the graph $G$ expressed in the $t_{i}$ variables whose definition is given by eq. (101), where now the thermal average involves all the spins on the graph $G$.
$T_{12}\left(\left\{t_{i}\right\}, G\right)$ is, in fact, a ratio of polynomials in $\left\{t_{i}\right\}$, i.e., $T_{12}\left(\left\{t_{i}\right\}, G\right)=$ $N_{12}\left(\left\{t_{i}\right\}, G\right) / D\left(\left\{t_{i}\right\}, G\right)$, where both $N_{12}$ and $D$ are multilinear functions of $\left\{t_{i}\right\}$.

The denominator $D$ is independent of the roots 1 and 2 and also determines the partition function $Z\left(\left\{t_{i}\right\}, G\right)$, i.e. [139]

$$
\begin{equation*}
Z\left(\left\{t_{i}\right\}, G\right) \equiv \operatorname{Tr}\left[e^{-\mathcal{H}(G) / k_{B} T}\right]=A D\left(\left\{t_{i}\right\}, G\right) \tag{111.a}
\end{equation*}
$$

with

$$
\begin{equation*}
A=q^{N_{s}(G)} \prod_{i}\left[1-t_{i}\right]^{-1} \tag{111.b}
\end{equation*}
$$

where the trace is over all the spin configurations of the $N_{s}(G)$ sites of the graph $G$, and the product in (111b) is over all the $N_{b}(G)$ bonds of $G$.

Furthermore, it has been shown [139] that both $D$ and $N_{12}$ can be written as "percolation averages" (noted as $<\cdots>_{G, t}$ ) of certain quantities in a bond percolation problem defined on $G$ where each edge $i$ has an independent bond occupancy probability $t_{i}$, namely

$$
\begin{equation*}
D\left(\left\{t_{i}\right\}, G\right)=<q^{c}>_{G, t} \tag{112}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{12}\left(\left\{t_{i}\right\}, G\right)=<q^{c} \gamma_{12}>_{G, t} \tag{113}
\end{equation*}
$$

where $c\left(G^{\prime}\right)$ is the cyclomatic number of a graph $G^{\prime}$, i.e., the number of independent circuits (which, for a plane graph, is equal to the number of finite faces); it satisfies the Euler law $c\left(G^{\prime}\right)=N_{b}\left(G^{\prime}\right)-N_{s}\left(G^{\prime}\right)+n\left(G^{\prime}\right)$ with $n\left(G^{\prime}\right)$ being the number of clusters of $G^{\prime}$ (each isolated vertex counts also as a cluster; $n=1$ for a connected graph). $\gamma_{12}\left(G^{\prime}\right)$ is defined as 1 if the roots 1 and 2 are connected on $G^{\prime}$ and zero otherwise. "The percolation average" of a quantity $Q$ is given by:

$$
\begin{equation*}
<Q>_{G}=\sum_{G^{\prime} \varrho^{\prime} G} Q\left(G^{\prime}\right) \mathcal{P}\left(G^{\prime}\right) \tag{114}
\end{equation*}
$$

where the sum is over all the subgraphs $G^{\prime}$ of $G$ which have the same $N_{s}(G)$ vertices of $G$ and only $N_{b}\left(G^{\prime}\right)$ edges $\left(N_{b}\left(G^{\prime}\right) \leq N_{b}(G)\right)$ of an edge subset $E\left(G^{\prime}\right)$ contained in the edge
subset $E(G)$ of $G . \mathcal{P}\left(G^{\prime}\right)$ is the probability of occurrence of a subgraph $G^{\prime}$ given by the product of the transmissivities $t_{i}$ of the edges of $G^{\prime}$ times the product of the probabilities of absence $\left(1-t_{i}\right)$ of the edges of $G$ which do not appear in $G^{\prime}$.

Before mentioning the break-collapse equation, let us focus on some factorization rules, namely:

1) if $G$ is the union of two subgraphs, say $G_{1}$ and $G_{2}$, which have zero or at most one vertex in common and if the roots 1 and 2 belong both to $G_{1}$ (including the case where one of the roots coincides with the articulation point) then [139]:

$$
\begin{equation*}
N_{12}(G)=N_{12}\left(G_{1}\right) D\left(G_{2}\right) \tag{115.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D(G)=D\left(G_{1}\right) D\left(G_{2}\right) \tag{115.b}
\end{equation*}
$$

If $G_{2}$ is a loop with transmissity $t_{\ell}$ then

$$
\begin{equation*}
D\left\{t_{\ell}, G_{2}\right\}=1+(q-1) t_{\ell} \tag{115.c}
\end{equation*}
$$

From eqs. (115a) and (115b) it follows immediately that

$$
\begin{equation*}
T_{12}(G)=T_{12}\left(G_{1}\right) \tag{115.d}
\end{equation*}
$$

This means that the subgraph $G_{2}$ contains only irrelevant bonds in the sense defined in section 3.1.1. The fact that irrelevant edges do not affect the equivalent transmissivity of a graph happens only for classical models, but not for quantum ones (this point is explicitely raised by Suzuki and Takano [182], is relevant for many $R G$ approaches [183190], and is fully illustrated by Mariz et al [187]). Similarly this is true for uncorrelated percolation, but not necessarily for various forms of correlated percolation [191-193].
2) if $G$ is the union of two subgraphs, say $G_{1}$ and $G_{2}$, which intersect at only the articulation point $i$ and if $G_{1}$ contains the root 1 and $G_{2}$ contains the other root then the following series algorithm for $G_{1}$ and $G_{2}$ holds [133]

$$
\begin{equation*}
N_{12}(G)=N_{1 i}\left(G_{1}\right) N_{i 2}\left(G_{2}\right) \tag{116.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D(G)=D\left(G_{1}\right) D\left(G_{2}\right) \tag{116.b}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
T_{12}(G)=T_{1 i}\left(G_{1}\right) T_{i 2}\left(G_{2}\right) \tag{116.c}
\end{equation*}
$$

which contains, as a particular case, the algorithm eq. (97) of two egdes in series.
3) if $G_{1}$ and $G_{2}$ are disjoint graphs (i.e., without any intersection) and each of them contains one root then [139]

$$
\begin{equation*}
\left.N_{12}\left(\left\{t_{i}\right\}\right), G\right)=T_{12}\left(\left\{t_{i}\right\}, G\right)=0 \tag{117}
\end{equation*}
$$

and eq. (116b) continues valid for this case.
Multilinearity of $N_{12}\left(\left\{t_{i}\right\}, G\right)$ and $D\left(\left\{t_{i}\right\}, G\right)$ immediately yields the following algorithm for the equivalent transmissivity $T_{12}\left(\left\{t_{i}\right\}, G\right) \equiv N_{12}\left(\left\{t_{i}\right\}, G\right) / D\left(\left\{t_{i}\right\}, G\right)$ of an arbitrary graph:

$$
\begin{equation*}
N_{12}\left(\left\{t_{i}\right\}, G\right)=\left(1-t_{j}\right) N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right)+t_{j} N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{118.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(\left\{t_{i}\right\}, G\right)=\left(1-t_{j}\right) D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right)+t_{j} D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{118.b}
\end{equation*}
$$

where the set $\left\{t_{i}\right\}^{\prime}$ excludes the transmissivity $t_{j}$ of an arbitrarily chosen bond $j$, and where $T_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right) \equiv N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right) / D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right) \quad$ and $\quad T_{12}\left(\left\{t_{j}\right\}^{\prime}, G_{j}^{c}\right) \quad \equiv$ $N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right) / D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right)$ are the equivalent transmissivities of the $j$-broken $\left(t_{j}=0\right)$ and $j$-collapsed $\left(t_{j}=1\right)$ graphs respectively. The iterative use of this algorithm, together with Eqs. (102) and (108), can lead to an effective edge $j$, whose transmissivity is, in fact, a ratio, $t_{j}=N_{j} / D_{j}$, of multilinear functions of some $t_{i}^{\prime} s$. Therefore one should use, instead of eqs. (118), the more general case given by [133]

$$
\begin{equation*}
N_{12}(G)=\left(D_{j}-N_{j}\right) N_{12}\left(G_{j}^{b}\right)+N_{j} N_{12}\left(G_{j}^{c}\right) \tag{119.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D(G)=\left(D_{j}-N_{j}\right) D\left(G_{j}^{b}\right)+N_{j} D\left(G_{j}^{c}\right) \tag{119.b}
\end{equation*}
$$

where $N_{j}$ and $D_{j}$ are the respective numerator and denominator of the transmissivity $t_{j}$ of the effective edge, which is equal to the equivalent transmissivity of the subgraph
which generated the edge $j$. Similarly, the transmissivity which appeared in eqs. (102) and (108) should be regarded as effective ones. The respective equivalent transmissivities $N_{s} / D_{s}$ and $N_{p} / D_{p}$ corresponding to a series and a parallel array of $\ell$ edges should thus be

$$
\begin{gather*}
N_{s}=\prod_{i=1}^{\ell} N_{i} \quad \text { (series numerator) }  \tag{120.a}\\
D_{s}=\prod_{i=1}^{\ell} D_{i} \quad \text { (series denominator) }  \tag{120.b}\\
N_{p}=\left\{\prod_{i=1}^{\ell}\left[D_{i}+(q-1) N_{i}\right]-\prod_{i=1}^{\ell}\left[D_{i}-N_{i}\right]\right\} / q \text { (parallel numerator) } \tag{121.a}
\end{gather*}
$$

and

$$
\begin{equation*}
D_{p}=\left\{\prod_{i=1}^{\ell}\left[D_{i}+(q-1) N_{i}\right]+(q-1) \prod_{i=1}^{\ell}\left[D_{i}-N_{i}\right]\right\} / q \text { (parallel denominator) } \tag{121.b}
\end{equation*}
$$

In spite of the aspect of Eqs. (121) (see [133]), it can be verified that they always $\left(\forall \ell, \forall\left\{N_{i} / D_{i}\right\}\right)$ provide a q -factor in their numerators which cancels that one appearing in their denominators. For example, for $\ell=2$, we obtain

$$
\begin{equation*}
N_{p}=N_{1} D_{2}+N_{2} D_{1}+(q-2) N_{1} N_{2} \quad \text { (parallel numerator) } \tag{122.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{p}=D_{1} D_{2}+(q-1) N_{1} N_{2} \quad(\text { parallel denominator }) \tag{122.b}
\end{equation*}
$$

The iterative use of the factorization rules (eqs. 115-117), the series (eqs. 120) and parallel algorithms (eqs. 122) together with the break-collapse equation (eqs. 119) constitutes the BCM and enables the full calculations of the pair correlation function of the Potts model on any two-rooted graph. To be more explicit, the imposition given by (109b) is possible and automatically satisfied within the BCM, algebraically complex tracing operations being thus replaced by simple topological ones.

This BCM is a particular case of the subgraph break-collapse method introduced in [133] for computing more complicated equivalent transmissivities which arise in the calculation of many-spin correlation functions (see [140]). In order to implement the

BCM in a computer one should treat the transmissivity of each edge $i$ as an ordered pair of quantities (i.e,. $\left\{N_{i}, D_{i}\right\}$ where $t_{i}=N_{i} / D_{i}$; for an original edge of $G, N_{i}=t_{i}$ and $\left.D_{i}=1\right)$ and not as ratios $\left\{N_{i} / D_{i}\right\}$. The numerator and denominator of $T_{12}\left(\left\{t_{i}\right\}, G\right)$ satisfy necessarily the following equalities (see [139]):

$$
\begin{equation*}
N_{12}\left(\left\{t_{i}=0\right\}, G\right)=0 \quad, \quad D\left(\left\{t_{i}=0\right\}, G\right)=1 \quad(\forall G) \tag{123}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{12}\left(\left\{t_{i}=1\right\}, G\right)=q^{c(G)} \quad, \quad D\left(\left\{t_{i}=1\right\}, G\right)=q^{c(G)} \quad(\forall G) \tag{124}
\end{equation*}
$$

In the $q=1$ limit, which corresponds to the bond percolation limit (see Kasteleyn and Fortuin [16]), the transmissivity coincides with the p-variable of ref. [16] (i.e., $t_{i}=p_{i}=1-$ $\left.e^{-K_{i}}\right), D\left(\left\{t_{i}\right\}, G\right)=1$ and $N_{12}\left(\left\{t_{i}\right\}, G\right)$ reduces to the pair connectivity $P_{12}\left(\left\{p_{i}=t_{i}\right\}, G\right)$ of section 3.1 (see [140]).

Before going on, let us briefly illustrate the BCM for the Potts model. We want to calculate $T_{12}(t, G)$ of the graph $G$ shown on the left of Fig. 12c where, instead of $p_{i}(i=1,2, \cdots, 5)$, we associate the transmissivity $t$ to each of its edges. We first choose an arbitrary bond, say the central one (edge 5), then calculate (by using the series and parallel composition laws expressed in Eqs. (120) and (122)):

$$
\begin{equation*}
T_{12}\left(t, G_{5}^{b}\right) \equiv \frac{N_{12}\left(t, G_{5}^{b}\right)}{D\left(t, G_{5}^{b}\right)}=\frac{2 t^{2}+(q-2) t^{2}}{1+(q-1) t^{4}} \tag{125}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{12}\left(t, G_{5}^{c}\right) \equiv \frac{N_{12}\left(t, G_{5}^{c}\right)}{D\left(t, G_{5}^{c}\right)}=\frac{4 t^{2}+4(q-2) t^{3}+(q-2)^{2} t^{4}}{1+2(q-1) t^{2}+(q-1)^{2} t^{4}} \tag{126}
\end{equation*}
$$

where the 5 -broken $G_{5}^{b}$ ( 5 -collapsed $G_{5}^{c}$ ) graph is drawn in the left (right) of Fig. 12 f with each edge having transmissivity $t$. Finally, using algorithms (119), we obtain:

$$
\begin{equation*}
N_{12}(t, G)=(1-t) N_{12}\left(t, G_{5}^{b}\right)+t N_{12}\left(t, G_{5}^{c}\right) \tag{127.a}
\end{equation*}
$$

and

$$
\begin{equation*}
D(t, G)=(1-t) D\left(t, G_{5}^{b}\right)+t D\left(t, G_{5}^{c}\right) \tag{127.b}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
T_{12}(t, G)=\frac{2 t^{2}+2 t^{3}+5(q-2) t^{4}+(q-2)(q-3) t^{5}}{1+2(q-1) t^{3}+(q-1) t^{4}+(q-1)(q-2) t^{5}} \tag{128}
\end{equation*}
$$

This result was first obtained, through conventional tracing operations, by Yeomans and Stinchcombe (the homogeneous case of Eq. (3) of ref. [135]) in a treatment of the dilute Potts ferromagnet on the square lattice (notice that $T_{12}(1 /(\sqrt{q}+1), G)=1 /(\sqrt{q}+1), \forall q$; this property will lead, within an appropriate RG framework, to the exact critical point). The $q=1$ case of Eq. (128) reproduces Eq. (84) as it should be.

We now list some interesting properties, namely:
(i) Eqs. (118) reproduce Eq. (97) if we associate $t / 1$ with a single edge ( $\mathrm{O}_{\mathrm{O}}^{\mathrm{t}}$ ) and $0 / 1$ with a disconnected two-rooted graph ( - - 0 ), and they also reproduce Eq. (104) if we associate $[139][1+(q-1) t] /[1+(q-1) t]$ with and elementary loop ( $\infty^{t}$.
(ii) As an immediate corollary of Eqs. (118) we obtain for $T_{12}\left(\left\{t_{i}\right\}, G\right) \equiv$ $N_{12}\left(\left\{t_{i}\right\}, G\right) / D\left(\left\{t_{i}\right\}, G\right)$,
$\frac{\partial T_{12}\left(\left\{t_{i}\right\}, G\right)}{\partial t_{j}}=$
$=\frac{N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right)-N_{12}\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right)-T_{12}\left(\left\{t_{i}\right\}, G\right)\left[D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{c}\right)-D\left(\left\{t_{i}\right\}^{\prime}, G_{j}^{b}\right)\right]}{D\left(\left\{t_{i}\right\}, G\right)}$
which recovers eq. (85) for $q=1$.
(iii) Analogously to the bond percolation case, algorithms (118) can be generalized into a kind of binominal expansion if we break-collapse $r$ bonds simultaneously ( $r \geq 1$ ). We verify that

$$
\begin{align*}
N_{12}\left(\left\{t_{i}\right\}, G\right) & =\left[\prod_{s=1}^{r}\left(1-t_{j_{s}}\right)\right] N_{12}\left(\left\{t_{i}\right\}^{\prime \prime} \cdots{ }^{\prime}, G_{j_{1} j_{2} \cdots j_{r}}^{b b \cdots b}\right) \\
& +t_{j_{1}}\left[\prod_{s=2}^{r}\left(1-t_{j_{s}}\right)\right] N_{12}\left(\left\{t_{i}\right\}^{\prime \prime} \cdots{ }^{\prime}, G_{j_{1} j_{2} \cdots j_{r}}^{c b \cdots b}\right)+\cdots \\
& +\left[\prod_{s=1}^{r} t_{j_{s}}\right] N_{12}\left(\left\{t_{i}\right\}^{\prime \prime} \cdots{ }^{\prime}, G_{j_{1} j_{2} \cdots j_{r}}^{c c \cdots c}\right) \quad\left(2^{r} \text { terms }\right) \tag{130.a}
\end{align*}
$$

and

$$
D\left(\left\{t_{i}\right\}, G\right)=\left[\prod_{s=1}^{r}\left(1-t_{j_{s}}\right)\right] D\left(\left\{t_{i}\right\}^{\prime \prime} \ldots{ }^{\prime}, G_{j_{1} j_{2} \cdots j_{r}}^{b b \ldots b}\right)
$$

$$
\begin{align*}
& +t_{j_{1}}\left[\prod_{s=2}^{r}\left(1-t_{j_{s}}\right)\right] D\left(\left\{t_{i}\right\}^{\prime \prime} \cdots, G_{j_{1} j_{2} \cdots j_{r}}^{c b \cdots b}\right)+\cdots \\
& +\left[\prod_{s=1}^{r} t_{j_{s}}\right] D\left(\left\{t_{i}\right\}^{\prime \prime} \cdots{ }^{\prime}, G_{j_{1} j_{2} \cdots j_{r}}^{c c \cdots c}\right) \quad\left(2^{r} \text { terms }\right) \tag{130.b}
\end{align*}
$$

where the notation is self-explanatory and the set $\left\{t_{i}\right\}^{\prime \prime} .^{\prime}$ excludes $\left(t_{j_{1}}, t_{j_{2}}, \cdots, t_{j_{r}}\right)$, the transmissivities of $r$ arbitrarily chosen bonds of the graph $G$ whose equivalent transmissivity $T_{12}\left(\left\{t_{i}\right\}, G\right) \equiv N_{12}\left(\left\{t_{i}\right\}, G\right) / D\left(\left\{t_{i}\right\}, G\right)$ we are looking for. The appropriate use of this property (for $r \geq 2$ ) might lead to a considerable saving of operational time. A similar property in the $\left\{p_{i}\right\}$ variables ( $p_{i} \equiv 1-e^{-q_{K_{i}}}$ ) was derived by Kasteleyn and Fortuin [16]. As a matter of fact, they used this property to prove that the pair correlation function can be written as a ratio of percolation averages (where a bond has an occupancy probability $p_{i}$ ) in a similar way as the ratio between eqs. (113) and (112).
(iv) Analogously to the bond percolation case, an arbitrary pair of two-rooted dual graphs whose equivalent transmissivities are $T_{12}\left(\left\{t_{i}\right\}, G\right)$ and $T_{12}\left(\left\{t_{i}^{D}\right\}, G^{D}\right)$ satisfies (see proof in [129])

$$
\begin{equation*}
T_{12}\left(\left\{t_{i}^{D}\right\}, G^{D}\right)=\frac{1-T_{12}\left(\left\{t_{i}\right\}, G\right)}{1+(q-1) T_{12}\left(\left\{t_{i}\right\}, G\right)}=\left[T_{12}\left(\left\{t_{i}\right\}, G\right)\right]^{D} \tag{131}
\end{equation*}
$$

or, in a more symmetric form,

$$
\begin{equation*}
\left[1+(q-1) T_{12}\left(\left\{t_{i}\right\}, G\right)\right]\left[1+(q-1) T_{12}\left(\left\{t_{i}^{D}\right\}, G^{D}\right)\right]=q \tag{132}
\end{equation*}
$$

or even, in a probability-like form (see Eq. (77)),

$$
\begin{equation*}
s\left(\left\{t_{i}\right\}, G\right)+s^{D}\left(\left(\left\{t_{i}\right\}, G\right)=1\right. \tag{133}
\end{equation*}
$$

with

$$
\begin{equation*}
s(t) \equiv \frac{\ln [1+(q-1) t]}{\ln q} \quad(\forall q) \tag{134}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{D}(t) \equiv s\left(t^{D}\right) \quad(\forall t) \tag{135}
\end{equation*}
$$

The s-variable transforms, under duality and for all values of $q$, like a probability; in the $q \rightarrow 1$ limit, it becomes $s=t$ and is strictly a probability (bond occupancy
concentration). Property (133) will later on prove to be an extremely convenient one for RG and other purposes. Notice from eqs. (131) and (110) that the correlation function $\Gamma_{12}$ keeps the same functional form under duality. As we will see in section 4, a corollary of eq. (131) is that any self-dual two-rooted graph, all bonds of which have $t_{i}=1 /(\sqrt{q}+1)$ (hence $\left.t_{i}=t_{i}^{D}\right)$, satisfies $T_{12}\left(\left\{t_{i}\right\}, G\right)=1 /(\sqrt{q}+1)$. This property extends what was already verified in Eq. (128).
(v) Consider an arbitrary (connected) two-rooted graph with equivalent transmissivity $T_{12} \equiv N_{12} / D$, then take any of the edges incident with one of its roots (as long as more than one edge arrives there), disconnect it from that root and connect it to the other root (leaving the rest untouched); we thus obtain another (connected) two-rooted graph with equivalent transmissivity $\tilde{T}_{12} \equiv \tilde{N}_{12} / \tilde{D}$. A curious property (named "onion property" from the topological operation to be done, which looks like peeling an onion) can be verified (and proved [139]), namely the invariance of $D+(q-1) N_{12}$, i.e.

$$
\begin{equation*}
D+(q-1) N_{12}=\tilde{D}+(q-1) \tilde{N}_{12} \tag{136}
\end{equation*}
$$

Let us illustrate this property on the graph $G$ shown in Fig. 12c, whose equivalent transmissivity is given in Eq. (128). By using the series and parallel composition laws we straightforwardly obtain

$$
\begin{equation*}
\tilde{T}_{12} \equiv \frac{\tilde{N}_{12}}{\tilde{D}} \equiv \tilde{T}_{12}(\overbrace{\mathrm{t}}^{\mathrm{t}} \mathrm{t}_{\mathrm{t}}^{\mathrm{t}})=\frac{t^{2}+2 t^{3}+(4 q-7) t^{4}+(q-2)^{2} t^{5}}{1+(q-1) t^{2}+2(q-1) t^{3}+(q-1)(q-2) t^{4}} \tag{137}
\end{equation*}
$$

This equation and Eq. (128) enable the verification of Eq. (136). This example illustrates that if we did not already know $T_{12} \equiv N_{12} / D$, we could calculate it through Eq. (136) if we knew $D$ (which can be directly calculated through eqs. (111) or (112)) and $\tilde{T}_{12} \equiv \tilde{N}_{12} / \tilde{D}$ (easy to calculate because it is series/parallel reducible). This procedure can be considered as an alternative option for timesaving.

### 3.2.3 Extension to multi-rooted graphs

The useful role that n-rooted graphs ( $n \geq 2$ ) played in bond percolation can be extended to the Potts model. The corresponding equivalent transmissivity $T_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)$ among the roots $1,2, \cdots, n$ of a graph $G$ is defined as follows [140]:

$$
\begin{align*}
T_{12}\left(\left\{t_{i}\right\}, G\right) & =\frac{1}{q-1}<q \delta_{\sigma_{1}, \sigma_{2}}-1>\quad(n=2)  \tag{138}\\
T_{123}\left(\left\{t_{i}\right\}, G\right) & =\frac{(q-2)^{1 / 2}}{(q-1)}<q^{3} \delta_{\sigma_{1}, \sigma_{2}} \delta_{\sigma_{2}, \sigma_{3}} \delta_{\sigma_{1}, \sigma_{3}}-q^{2}\left(\delta_{\sigma_{1}, \sigma_{2}}+\right.  \tag{139}\\
& \left.+\delta_{\sigma_{2}, \sigma_{3}}+\delta_{\sigma_{3}, \sigma_{1}}\right)+2>\quad(n=3)
\end{align*}
$$

where $\langle(\cdots)\rangle \equiv\left\{\operatorname{Tr}_{1,2, \cdots N_{s}} e^{\left.-\beta \mathcal{H}_{12 \cdots N_{s}(\cdots)}(\cdots)\right\} / T_{1,2} r_{N_{s}}}\left\{e^{-\beta \mathcal{H}_{12 \cdots N_{s}}}\right\}\right.$. The definition in terms of body correlations becomes more and more complex for higher values of $n$ (see [140]); however, in all cases, it is simply equal to a ratio of percolation averages [140] which generalizes the case $n=2$ (see eqs. 112 and 113), namely:

$$
\begin{equation*}
T_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)=\frac{N_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)}{D\left(\left\{T_{i}\right\}, G\right)} \tag{140.a}
\end{equation*}
$$

with $D\left(\left\{t_{i}\right\}, G\right)$ being given by eq. (112) and the numerator being the generalization of eq. (113), namely:

$$
\begin{equation*}
N_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)=<q \gamma_{12 \cdots n}>_{G, t} \tag{140.b}
\end{equation*}
$$

where the connectedness indicator $\gamma_{12 \ldots n}\left(G^{\prime}\right)$ is 1 if all the $n$ roots are connected among themselves on the graph $G^{\prime}$ and zero otherwise. Let us mention a few general properties of $T_{12 \ldots n}$ :
(i) For $n \geq 2$,

$$
\begin{equation*}
T_{12 \cdots n}\left(\left\{t_{i}=0\right\}, G\right)=0 \quad(\forall G) \tag{141}
\end{equation*}
$$

or more generally, $T_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)=0$ if any of the roots is not connected to all the others.
(ii) For any connected graph $G$ and $n \geq 2$ :

$$
\begin{equation*}
N_{12 \cdots n}\left(\left\{t_{i}=1\right\}, G\right)=D\left(\left\{t_{i}=1\right\}, G\right)=q^{c}(G) \tag{142}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
T_{12 \cdots n}\left(\left\{t_{i}=1\right\}, G\right)=1 \tag{143}
\end{equation*}
$$

(iii) the factorization rules in eqs. (115) continue to be valid if all the roots belong to $G_{1}$, with $N_{12}$ and $T_{12}$ being replaced by $N_{12 \cdots n}$ and $T_{12 \cdots n}$ respectively;
(iv) the factorization rules given by eqs. (116) generalize to:

$$
\begin{equation*}
N_{12 \cdots n}(G)=N_{12 \cdots \ell i}\left(G_{1}\right) N_{i \ell+1 \cdots n}\left(G_{2}\right) \tag{144.a}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{12 \cdots n}(G)=T_{12 \cdots \ell i}\left(G_{1}\right) T_{i \ell+1 \cdots n}\left(G_{2}\right) \tag{144.b}
\end{equation*}
$$

where we supposed that the roots $1,2, \cdots, \ell$ belong to $G_{1}$ and the remaining ones $(\ell+1, \cdots, n)$ belong to $G_{2}$.
(v) in the $q=1$ limit, $T_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)$ reduces to the multi-conectedness $P_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right)$ defined in section 3.1.2 where $t_{i}=p_{i}$.

To illustrate the present generalized definition of equivalent transmissivity we calculate those of the three-rooted graphs of Figs. 14(a) and 14(b) (with $\left\{p_{i}\right\}$ and $\left\{p_{i}^{D}\right\}$ replaced by $\left\{t_{i}\right\}$ and $\left\{t_{i}^{D}\right\}$ respectively), and obtain

$$
\begin{equation*}
T_{123}\left(t_{1}, t_{2}, t_{3}, G_{\Delta}\right) \equiv \frac{N_{123}\left(t_{1}, t_{2}, t_{3}, G_{\Delta}\right)}{D\left(t_{1}, t_{2}, t_{3}, G_{\Delta}\right)}=\frac{t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{1}+(q-3) t_{1} t_{2} t_{3}}{1+(q-1) t_{1} t_{2} t_{3}} \tag{145}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{123}\left(t_{1}^{D}, t_{2}^{D}, t_{3}^{D}, G_{Y}\right) \equiv \frac{N_{123}\left(t_{1}^{D}, t_{2}^{D}, t_{3}^{D}, G_{Y}\right)}{D\left(t_{1}^{D}, t_{2}^{D}, t_{3}^{D}, G_{Y}\right)}=t_{1}^{D} t_{2}^{D} t_{3}^{D} \tag{146}
\end{equation*}
$$

which recover eqs. (91) and (92) respectively for $q=1$.
The break-collapse algorithm (Eqs. (119)) stands precisely as for $n=2$ replacing $N_{12}$ by $N_{12 \ldots n}$, with the same supplementary rules as for bond percolation (i.e., the collapse of two or more vertices yields a root if at least one of them is a root, and articulation points can indistinctively be considered unrooted or not if the connection of the other roots requires paths containing necessarily these articulation points. For example Eq.
(145) can be quickly reobtained as follows [68]:

$$
\begin{align*}
N_{123}({ }_{2} \overbrace{1}^{3} \underbrace{t_{2}}_{t_{3}}) & =\left(1-t_{1}\right) N_{123}\binom{t_{2} \oint_{1}^{3}}{t_{3} \oint_{2}^{1}}+t_{1} N_{12}\left(t_{2} \bigotimes_{0}^{2 \equiv 3} t_{3}\right)  \tag{147}\\
& =\left(1-t_{1}\right) t_{2} t_{3}+t_{1}\left[t_{2}+t_{3}+(q-2) t_{2} t_{3}\right] \\
& =t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{1}+(q-3) t_{1} t_{2} t_{3}
\end{align*}
$$

and

$$
\begin{aligned}
& =\left(1-t_{1}\right) 1+t_{1}\left[1+(q-1) t_{2} t_{3}\right]=1+(q-1) t_{1} t_{2} t_{3}
\end{aligned}
$$

which immediately provides $T_{123}\left(G_{\Delta}\right) \equiv T_{123}\left(\Omega_{0}\right)=N_{123}\left(\Omega_{0}\right) / D\left(\Omega_{0}\right)$ as given by Eq. (145).

It is worthy noting that Eqs. (145) and (146) enable a quick derivation (implicitely involving the star-triangle and duality transformations) of the anisotropic Potts ferromagnet exact critical frontier for the triangular and the honeycomb lattices, first obtained independently by Baxter et al. [98] and by Burkhardt and Southern [99] (see also [163]). The equations are respectively given by

$$
\begin{equation*}
T_{123}\left(t_{1}, t_{2}, t_{3}, G_{\Delta}\right)=T_{123}\left(t_{1}^{D}, t_{2}^{D}, t_{3}^{D}, G_{Y}\right) \quad \text { (triangular lattice) } \tag{149}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{123}\left(t_{1}^{D}, t_{2}^{D}, t_{3}^{D}, G_{\Delta}\right)=T_{123}\left(t_{1}, t_{2}, t_{3}, G_{Y}\right) \quad \text { (honeycomb lattice) } \tag{150}
\end{equation*}
$$

Properties (ii) (eq. (129)) and (iii) (eqs. (130)) apearing in Section 3.2.2 hold for multi-rooted graphs.

Furthermore, it can be shown [140] that the numerator $N_{12 \ldots n}\left(\left\{t_{i}\right\}, G\right)$ (denominator $\left.D\left(\left\{t_{i}\right\}\right)\right)$ of the equivalent transmissivity $T_{12 \cdots n}\left(\left\{t_{i}\right\}\right) \equiv N_{12 \cdots n}\left(\left\{t_{i}\right\}, G\right) / D\left(\left\{t_{i}\right\}, G\right)$ of an arbitrary graph $G$ depends (does not depend) on the number and location of the roots. The denominator contains, besides unity, only "cycle" terms (i.e. every edge belongs to a
cycle); the numerator contains only terms which join all the roots. These properties can be verified in the following examples:

$$
\begin{align*}
T_{12}\left(\begin{array}{ll}
\overbrace{1}^{t_{1}} \overbrace{5}^{1} t_{2} \\
t_{3} \sigma_{t_{4}} \\
2
\end{array}\right) & =\left[t_{1} t_{3}+t_{2} t_{4}+t_{1} t_{4} t_{5}+t_{2} t_{3} t_{5}\right. \\
& +(q-2)\left(t_{1} t_{2} t_{3} t_{4}+t_{1} t_{2} t_{3} t_{5}+t_{1} t_{2} t_{4} t_{5}+t_{1} t_{3} t_{4} t_{5}+t_{2} t_{3} t_{4} t_{5}\right) \\
& \left.+(q-2)(q-3) t_{1} t_{2} t_{3} t_{4} t_{5}\right] /\left[1+(q-1)\left(t_{1} t_{2} t_{5}+t_{3} t_{4} t_{5}+t_{1} t_{2} t_{3} t_{4}\right)+\right. \\
& \left.+(q-1)(q-2) t_{1} t_{2} t_{3} t_{4} t_{5}\right] \tag{151}
\end{align*}
$$

and

$$
\begin{aligned}
& \left.+(q-4) t_{1} t_{2} t_{3} t_{4}+\left(q^{2}-5 q+8\right) t_{1} t_{2} t_{3} t_{4} t_{5}\right] / 1+(q-1)\left(t_{1} t_{2} t_{5}+t_{3} t_{4} t_{5}+\right. \\
& \left.\left.+t_{1} t_{2} t_{3} t_{4}\right)+(q-1)(q-2) t_{1} t_{2} t_{3} t_{4} t_{5}\right]
\end{aligned}
$$

Eq. (151) plays, as we shall see later on, a central role for certain RG approaches $[135,107]$ of the bond-random Potts ferromagnet on the square lattice.

### 3.2.4 Bond-random model

In this subsection we present another type of extension in the sense that the transmissivity itself is allowed to become a random variable with an arbitrary probability law $\mathrm{P}(\mathrm{t})$ satisfying

$$
\begin{equation*}
\int d t P(t)=1 \tag{153}
\end{equation*}
$$

The reason for this generalization (which recovers, for $P(t)=\delta\left(t-t_{0}\right.$ ), the previous case where the transmissivity was single-valued) clearly is to describe bond-random systems in the quenched limit (the probability laws associated with different edges of a graph are assumed to be strictly independent). Typical examples are the binary distribution, given by

$$
\begin{equation*}
P(t)=(1-p) \delta\left(t-t_{1}\right)+p \delta\left(t-t_{2}\right) \tag{154}
\end{equation*}
$$

( $0 \leq p \leq 1 ; t_{1}, t_{2} \stackrel{\gtrless}{\leq} 0$ ), and the gaussian distribution, given by

$$
\begin{equation*}
P(t)=\frac{1}{\sqrt{2 \pi} \tau} e^{-\left(t-t_{0}\right)^{2} / 2 \tau^{2}} \tag{155}
\end{equation*}
$$

$\left(t_{0} \underset{\leq}{\geq} 0 ; \tau \geq 0\right)$; they both contain the single-valued distribution as a limiting case.
If we consider a series array of two bonds respectively associated with $P_{1}(t)$ and $P_{2}(t)$, the equivalent probability law $P_{s}(t)$ will be given by

$$
\begin{align*}
P_{s}(t) & =\iint d t^{\prime} d t^{\prime \prime} P_{1}\left(t^{\prime}\right) P_{2}\left(t^{\prime \prime}\right) \delta\left(t-t^{\prime} t^{\prime \prime}\right) \\
& =\int_{t}^{1} \frac{d t^{\prime}}{t^{\prime}} P_{1}\left(t^{\prime}\right) P_{2}\left(t / t^{\prime}\right) \equiv P ®(S) P_{2} \tag{156}
\end{align*}
$$

where we have used Eq. (97); also, at the second step where the limits of the integral have been specified, we have assumed for simplicity that $P(t)$ takes non-zero values only for $0 \leq t \leq 1$. The product defined in Eq. (156), and hereafter referred to as seriesproduct [127], generalizes Eq. (97), and has the structure of a commutative monoid (no inverse), the neutral element being $I_{s}(t) \equiv \delta(t-1)$ (see [127] for details and examples). It can be shown that this product is isomorphic to the convolution product through the transformation $t=e^{-x}$. If our series array had $\ell$ bonds, Eq. (156) would generalize into

$$
\begin{equation*}
P_{s}=P_{1}(S) P_{2}\left(\varsigma \cdots \text { (S) } P_{\ell} \equiv \prod_{i=1}^{\ell} P_{i}\right. \tag{157}
\end{equation*}
$$

If our array of two bonds is a parallel one, the equivalent probability law $P_{p}(t)$ will be given by

$$
\begin{align*}
P_{p}(t) & =\iint d t^{\prime} d t^{\prime \prime} P_{1}\left(t^{\prime}\right) P_{2}\left(t^{\prime \prime}\right) \delta\left(t-\frac{t^{\prime}+t^{\prime \prime}+(q-2) t^{\prime} t^{\prime \prime}}{1+(q-1) t^{\prime} t^{\prime \prime}}\right)  \tag{158}\\
& =\int_{0}^{t} d t^{\prime} \frac{1+(q-2) t^{\prime}-(q-1) t^{\prime 2}}{\left[1+(q-2) t^{\prime}-(q-1) t t^{\prime}\right]^{2}} P_{1}\left(t^{\prime}\right) P_{2}\left(\frac{t-t^{\prime}}{1+(q-2) t^{\prime}-(q-1) t t^{\prime}}\right) \\
& \equiv P_{1}(\mathbb{D}) P_{2}
\end{align*}
$$

where we have used Eq. (104). The product just defined, and hereafter referred to as parallel-product [127], generalizes Eq. (104). It is isomorphic to the series-product, the neutral element of the monoid now being $I_{p}(t) \equiv \delta(t)$. If the parallel array has $\ell$ bonds, Eq. (157) generalizes into

$$
\begin{equation*}
P_{p}(t)=P_{1} \text { (ค) } P_{2} \text { (D) } \cdots \text { (ค) } P_{\ell} \equiv \prod_{i=1}^{\ell} P_{j} \tag{159}
\end{equation*}
$$

Let us next introduce the dual distribution $P^{D}(t)$ through

$$
\begin{equation*}
P^{D}\left(t^{D}\right) d t^{D}=-P(t) d t \tag{160}
\end{equation*}
$$

where the minus sign is introduced because $t^{D}$ monotonously decreases with $t$ (see definition (106)). Relation (159)) (and definition (106)) leads to the following expression

$$
\begin{equation*}
P^{D}(t)=\frac{q}{[1+(q-1) t]^{2}} P\left(\frac{1-t}{1+(q-1) t}\right) \tag{161}
\end{equation*}
$$

This expression recovers, for $q=1$, definition (24) of ref. [127], and, for $q=2$, definition (6) of ref. [159]. It is straightforward to prove that

$$
\begin{equation*}
\left(P_{1}\left(P_{2}\right)^{D}=P_{1}^{D}(S) P_{2}^{D}\right. \tag{162}
\end{equation*}
$$

or, more generally,

$$
\begin{equation*}
\left(\prod_{i=1}^{\ell} P_{i}\right)^{D}=\prod_{i=1}^{\ell} P_{i}^{D} \tag{163}
\end{equation*}
$$

which respectively generalize Eqs. (105) and (107).
Let us mention two useful properties concerning duality:
(i) the dual of the following discrete distribution

$$
\begin{equation*}
P(t)=\sum_{j=1}^{J} p_{j} \delta\left(t-t_{j}\right) \tag{164}
\end{equation*}
$$

$\left(j \geq 1 ; \sum_{j=1}^{J} p_{j}=1 ;\left\{t_{j}\right\} \equiv\right.$ set of arbitrary transmissivities $)$ is given by

$$
\begin{equation*}
P^{D}(t)=\sum_{j=1}^{J} p_{j} \delta\left(t-t_{j}^{D}\right) \tag{165}
\end{equation*}
$$

(ii) if $f(t)$ is an arbitrary function of the transmissivity t , and $\mathrm{P}(\mathrm{t})$ an arbitrary distribution such that $<f(t)>_{P} \equiv \int d t f(t) P(t)$ is well defined, then

$$
\begin{equation*}
<f(t)>_{P}=<f\left(t^{D}\right)>_{P D} \tag{166}
\end{equation*}
$$

Algorithms (156) and (158) enable the calculation of the distribution associated with any two-rooted graph reducible in series and parallel operations. A break-collapse algorithm would be very convenient to treat irreducible graphs. We have not succeeded in establishing it for arbitrary $q$, but we have for $\mathrm{q}=1$ : let us present it here.

We note $\left\{P_{i}(t)\right\}$ the set of distributions respectively associated with the $N_{b}$ (relevant) edges of the graph $G$; let $P_{j}(t)$ be an arbitrarily chosen distribution of that set. The distribution $P_{G}(t)$ associated with the graph $G$ is given by

$$
\begin{equation*}
P_{G}(t)=\int\left\{\prod_{i=1}^{N_{b}}\left[d t^{(i)} P_{i}\left(t^{(i)}\right)\right]\right\} \delta\left(t-T\left(\left\{t^{(i)}\right\}\right)\right) \tag{167}
\end{equation*}
$$

where $T\left(\left\{t^{(i)}\right\}\right)$ is the equivalent transmissivity corresponding to the set $\left\{t^{(i)}\right\}$ of edge transmissivities. The integral appearing in (167) can be extremely heavy to handle in practical applications. We can take advantage of a generalized multilinearity property to make the problem sensibly easier from the operational standpoint. $P_{G}(t)$ can be expressed as follows

$$
\begin{equation*}
P_{G}=A \star\left(B \subseteq P_{j}\right) \tag{168}
\end{equation*}
$$

where $\star$ denotes the standard convolution product, and A and B are distributions which only depend on the set $\left\{P_{i}\right\}^{\prime}$ where $P_{j}$ has been excluded. To determine A and B we break and collapse the j -th bond, i.e., we respectively consider $P_{j}=I_{p}$ and $P_{j}=I_{s}$, and obtain

$$
\begin{equation*}
P_{G}^{b}=A \star\left(B\left(I_{p}\right)=A \star I_{p}=A\right. \tag{169}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{G}^{c}=A \star\left(B(s) I_{s}\right)=A \star B \tag{170}
\end{equation*}
$$

where $P_{G}^{b}$ and $P_{G}^{c}$ respectively denote the distributions associated with the broken and collapsed graphs. Eq. (170) implies

$$
\begin{equation*}
F\left(P_{G}^{c}\right)=F(A) F(B) \tag{171}
\end{equation*}
$$

and hence

$$
\begin{equation*}
B=F^{-1}\left[F\left(P_{G}^{c}\right) / F(A)\right]=F^{-1}\left[F\left(P_{G}^{c}\right) / F\left(P_{G}^{b}\right)\right] \tag{172}
\end{equation*}
$$

where we have used Eq. (169), and where $F$ and $F^{-1}$ respectively denote the direct and inverse Fourier-transformed distributions. Replacing Eqs. (169) and (172) into Eq. (168), we finally obtain

$$
\begin{equation*}
P_{G}=P_{G}^{b} \star\left\{F^{-1}\left[F\left(P_{G}^{c}\right) / F\left(P_{G}^{b}\right)\right]\left(S P_{j}\right\}\right. \tag{173}
\end{equation*}
$$

which, for $q=1$, extends to distribution laws the BCM algorithm expressed in Eq. (81). This equation is herein recovered as the particular case where the set $\left\{P_{i}(t)\right\}$ exclusively contains single-valued distributions. Let us work out explicitely this case.

We have $P_{i}(t)=\delta\left(t-p_{i}\right), \forall i$. Also $P_{G}^{b}(t)=\delta\left(t-T\left(G_{j}^{b}\right)\right)$ and $P_{G}^{c}(t)=\delta\left(t-T\left(G_{j}^{c}\right)\right)$. Therefore

$$
\begin{equation*}
F^{c}(\lambda) \equiv F\left(P_{G}^{c}\right) \equiv \int d t e^{-i \lambda t} P_{G}^{c}(t)=e^{-i \lambda T\left(G_{j}^{c}\right)} \tag{174}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{b}(\lambda) \equiv F\left(P_{G}^{b}\right) \equiv \int d t e^{-i \lambda t} P_{G}^{b}(t)=e^{-i \lambda T\left(G_{j}^{b}\right)} \tag{175}
\end{equation*}
$$

hence

$$
\begin{equation*}
F^{-1}\left[F\left(P_{G}^{c}\right) / F\left(P_{G}^{b}\right)\right]=\delta\left(t-\left[T\left(G_{j}^{c}\right)-T\left(G_{j}^{b}\right)\right]\right) \tag{176}
\end{equation*}
$$

We now use Eq. (173) to calculate $P_{G}(t) \equiv \delta(t-T(G))$ :

$$
\begin{align*}
\delta(t-T(G)) & =\delta\left[\left(t-T\left(G_{j}^{b}\right)\right)\right] \star\left\{\delta\left(t-\left[T\left(G_{j}^{c}\right)-T\left(G_{j}^{b}\right)\right]\right)(\varsigma) \delta\left(t-p_{j}\right)\right\}  \tag{177}\\
& =\delta\left(t-T\left(G_{j}^{b}\right)\right) \star \delta\left(t-\left[\left(G_{j}^{c}\right)-T\left(G_{j}^{b}\right)\right] p_{j}\right)=\delta\left(t-\left[T\left(G_{j}^{b}\right)+T\left(G_{j}^{c}\right)-T\left(G_{j}^{b}\right) p_{j}\right]\right)
\end{align*}
$$

hence

$$
\begin{equation*}
T(G)=\left(1-p_{j}\right) T\left(G_{j}^{b}\right)+p_{j} T\left(G_{j}^{c}\right) \tag{178}
\end{equation*}
$$

which reproduces Eq. (81).
Unfortunately the extension of Eq. (173) to arbitrary q is not available: it would of course be very welcome.

### 3.3 Related Models

In this subsection we extend the above notion to a few models directly related to the Potts one.

### 3.3.1 Resistor network

A series (parallel) array of two conductances $\sigma_{1}$ and $\sigma_{2}$ provides the well known equivalent conductance algorithm

$$
\begin{equation*}
\sigma_{s}=\frac{\sigma_{1} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \quad(\text { series }) \tag{179}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{p}=\sigma_{1}+\sigma_{2} \quad(\text { parallel }) \tag{180}
\end{equation*}
$$

By introducing the dual conductance $\sigma^{D}$ through

$$
\begin{equation*}
\sigma^{D} \equiv \sigma_{0}^{2} / \sigma \tag{181}
\end{equation*}
$$

( $\sigma_{0} \equiv$ arbitrary reference conductance), algorithms (179) and (180) can be alternatively expressed as follows:

$$
\begin{equation*}
\sigma_{s}^{D}=\sigma_{1}^{D}+\sigma_{2}^{D} \quad \text { (series) } \tag{182}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{p}^{D}=\frac{\sigma_{1}^{D} \sigma_{2}^{D}}{\sigma_{1}^{D}+\sigma_{2}^{D}} \quad \text { (parallel) } \tag{183}
\end{equation*}
$$

To calculate the equivalent conductance $\sigma_{12}(G) \equiv N / D$ between the terminals 1 and 2 associated with a graph $G$ (with bond conductances $\left\{\sigma_{i}\right\}$ ) which is irreducible in series and/or parallel operations, we can use the following algorithm [194]:

$$
\begin{equation*}
N_{12}\left(\left\{\sigma_{i}\right\}, G\right)=N_{12}\left(\left\{\sigma_{i}\right\}^{\prime}, G_{j}^{b}\right)+\sigma_{j} N_{12}\left(\left\{\sigma_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{184}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(\left\{\sigma_{i}\right\}, G\right)=D\left(\left\{\sigma_{i}\right\}^{\prime}, G_{j}^{b}\right)+\sigma_{j} D\left(\left\{\sigma_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{185}
\end{equation*}
$$

or more generally

$$
\begin{equation*}
N_{12}(G)=D_{j} N_{12}\left(G_{j}^{b}\right)+N_{j} N_{12}\left(G_{j}^{c}\right) \tag{186}
\end{equation*}
$$

and

$$
\begin{equation*}
D(G)=D_{j} D\left(G_{j}^{b}\right)+N_{j} D\left(G_{j}^{c}\right) \tag{187}
\end{equation*}
$$

where $\sigma_{12}\left(G_{j}^{b}\right) \equiv N_{12}\left(G_{j}^{b}\right) / D\left(G_{j}^{b}\right)$ and $\sigma_{12}\left(G_{j}^{c}\right)=N_{12}\left(G_{j}^{c}\right) / D\left(G_{j}^{c}\right)$ respectively are the equivalent conductances of the broken and collapsed graphs, $\left\{\sigma_{i}\right\}^{\prime}$ being the set which excludes the arbitrarily chosen conductance $\sigma_{j} \equiv N_{j} / D_{j}$. By following along the same lines, it is trivial to formulate the BCM for resistances (instead of conductances).

Finally it is worth mentioning that it is possible to define a convenient variable $s$ which plays, for conductance, the same role as that defined in Eq. (134) for the Potts model. We refer [194] to

$$
\begin{equation*}
s(\sigma) \equiv \frac{\sigma}{\sigma+\sigma_{0}} \tag{188}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
s^{D}(\sigma) \equiv s\left(\sigma^{D}\right)=1-s(\sigma) \tag{189}
\end{equation*}
$$

### 3.3.2 Directed bond percolation

If we are dealing with oriented graphs (e.g., see Fig. 16(a)) the BCM recursive equations becomes [28]

$$
\begin{equation*}
P_{12}\left(\left\{p_{i}\right\}, G\right)=\left(1-p_{j}\right) P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{b}\right)+p_{j} P_{12}\left(\left\{p_{i}\right\}^{\prime}, G_{j}^{c}\right) \tag{190}
\end{equation*}
$$

where $P_{12}\left(G_{j}^{b}\right)$ and $P_{12}\left(G_{j}^{c}\right)$ are respectively the pair connectedness (i.e., the probability that the roots 1 and 2 are connected by a path of bonds which can be traversed in the direction of the arrows) associated with the j-broken graph ( $p_{i}=0$; see Fig. 16(b)) and the j-precollapsed one ( $p_{j}=1$; see Fig. 16(c)). Note that the precollapsed, -and not the collapsed - graph, has to be considered in order that the information concerning the sense of possible flow is retained. For graphs containing precollapsed edges, Eq. (190) has to be recursively applied until a directed path appears which is entirely constituted by precollapsed bonds and joins the roots in the desired sense: the pair connectedness of such graph equals unity.

An interesting more general case is that in which each pair of neighbor sites is connected through a double opposite-directed bond (e.g., see Fig. 17(a)). We note $p_{i}$ and $q_{i}$ the independent occupancy probabilities respectively corresponding to each branch of the i-th double bond (the two branches being considered in a definite sense). In this problem, a two-rooted graph, (a definite root of which is chosen as "entrance", the other one being the "exit") is therefore characterized by the set $\left\{p_{i}, q_{i}\right\}$, and the pair connectedness $P_{12}\left(\left\{p, q_{i}\right\}, G\right)$ satisfies [28]

$$
\begin{align*}
P_{12}\left(\left\{p_{i}, q_{i}\right\}, G\right) & =\left(1-p_{j}\right)\left(1-q_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{b b}\right)+\left(1-p_{j}\right) q_{j} P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{b c}\right) \\
& +p_{j}\left(1-q_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{c b}\right)+p_{j} q_{j} P_{12}\left(\left\{p_{i}, q_{i}\right\}, G_{j}^{c c}\right) \tag{191}
\end{align*}
$$

where the set $\left\{p_{i}, q_{i}\right\}^{\prime}$ excludes the arbitrarily chosen $\left(p_{j}, q_{j}\right)$-bond, and where $G_{j}^{b b}, G_{j}^{b c}, G_{j}^{c b}$ and $G_{j}^{c c}$ correspond respectively to $\left(p_{j}, q_{j}\right)=(0,0),(0,1),(1,0)$ and $(1,1)$. The broken $\left(G_{j}^{b b}\right)$, collapsed $\left(G_{j}^{c c}\right)$ and two precollapsed $\left(G_{j}^{c b}\right.$ and $\left.G_{j}^{c b}\right)$ graphs, obtained from the graph G of Fig. 17(a) through operation on its central bond, are indicated in Figs. 17(b-e).

By making use of the property

$$
\begin{equation*}
P_{12}\left(G_{j}^{b c}\right)+P_{12}\left(G_{j}^{c b}\right)=P_{12}\left(G_{j}^{b b}\right)+P_{12}\left(G_{j}^{c c}\right) \tag{192}
\end{equation*}
$$

we can alternatively rewrite eq. (191) in the following simpler forms:
$P_{12}\left(\left\{p_{i}, q_{i}\right\}, G\right)=\left(1-p_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}, G_{j}^{b b}\right)+q_{j} P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{c c}\right)+\left(p_{j}-q_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{c b}\right)$
or
$P_{12}\left(\left\{p_{i}, q_{i}\right\}, G\right)=\left(1-q_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{b b}\right)+p_{j} P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{c c}\right)+\left(q_{j}-p_{j}\right) P_{12}\left(\left\{p_{i}, q_{i}\right\}^{\prime}, G_{j}^{b c}\right)$

Eq. (193) recovers, for $q_{i}=0(\forall i)$, Eq. (190), and, for $p_{i}=q_{i}(\forall i)$, Eq. (81). The latter is not a trivial fact, as a double-oriented bond admits configurations which flow in one sense but not in the opposite, whereas such situation is impossible for a non-directed bond.

As an illustration of the double-bond problem, we consider the graph $G$ of Fig. 17(a). It can be easily established that, for $p_{i}=p$ and $q_{i}=q \forall_{i}$ [28]:

$$
\begin{equation*}
P_{12}(p, q, G)=p^{5}-3 p^{4}+p^{3}+2 p^{2}+\left(p^{4}-2 p^{3}+p^{2}\right) q \tag{195}
\end{equation*}
$$

All these concepts are straightforwardly extended to cover n-rooted directed graphs, the roots of which have to be joined in a definite order. In particular, algorithm (190) remains as it stands.

### 3.3.3 Models with frustration

In order to discuss the $T=0$ properties of spin-glass systems of the spin $1 / 2$ Ising type, it might be convenient to introduce a generalized bond [195] which can take four different configurations, namely the ferromagnetic ( F ) one $\left(J_{i j}=J>0\right)$ with probability p , the antiferromagnetic ( AF ) one $\left(J_{i j}=-J\right)$ with probability q, the absent (A) one ( $J_{i j}=0$, non frustrated) with probability r, and the frustrated $(\phi)$ one ( $J_{i j}=0$, frustrated) with probability s; obviously $p+q+r+s=1$.

The series algorithm for two edges (denoted 1 and 2) is the following:

$$
\begin{equation*}
p_{s}=p_{1} p_{2}+q_{1} q_{2} \tag{196.a}
\end{equation*}
$$

$$
\begin{align*}
& q_{s}=p_{1} q_{2}+p_{2} q_{1}  \tag{196.b}\\
& r_{s}=r_{1}+r_{2}-r_{1} r_{2}  \tag{196.c}\\
& s_{s}=\left(p_{1}+q_{1}\right) s_{2}+\left(p_{2}+q_{2}\right) s_{1}+s_{1} s_{2} \tag{196.d}
\end{align*}
$$

And the parallel algorithm is the following:

$$
\begin{align*}
& p_{p}=p_{1}+p_{2}-p_{1} p_{2}-p_{1} q_{2}-p_{2} q_{1}  \tag{197.a}\\
& q_{p}=q_{1}+q_{2}-q_{1} q_{2}-p_{1} q_{2}-p_{2} q_{1}  \tag{197.b}\\
& r_{p}=r_{1} r_{2}  \tag{197.c}\\
& s_{p}=p_{1} q_{2}+p_{2} q_{1}+r_{1} s_{2}+r_{2} s_{1}+s_{1} s_{2} \tag{197.d}
\end{align*}
$$

we can easily verify that $p_{s}+q_{s}+r_{s}+s_{s}=p_{p}+q_{p}+r_{p}+s_{p}=1$. Eqs. (196a) and (197a) reproduce the standard bond percolation algorithms if $q_{1}=q_{2}=0$. Eqs. (196.c) and (197.c) also reproduce the bond percolation algorithms with (1-r) playing the role of bond occupancy probability (this is related to the "hole effect" mentioned by Toulouse [196]). It is interesting also to notice that the $r=0$ subspace is a closed one (in the sense that $r_{1}=r_{2}=0$ is equivalent to $r_{s}=r_{p}=0$ ), as well as the $q=0$ subspace ( $q_{1}=q_{2}=0$ is equivalent to $q_{s}=q_{p}=0$ ); the same property does not hold for the $p=0$ and the $s=0$ subspaces. Notice finally that frustration introduces great changes, which are reflected in the very different algorithms for composing the $r$-variables and the s-variables, in spite of the fact that the Ising coupling constant vanishes for both of them.

We illustrate now on the graph G of Fig. 18 the BCM corresponding to the present problem. It is sufficient to calculate $p_{G}, q_{G}$ and $r_{G}$ since $s_{G}$ can be obtained through the relation $p_{G}+q_{G}+r_{G}+s_{G}=1$. If we were to work through configurational analysis we should have to consider $4^{5}=1024$ configurations ( $4^{N_{b}}$ in the general case). We proceed instead as follows. We arbitrarily choose one edge of the graph, say edge-5, and use multilinearity, therefore the probalibilty $P_{G}$ that the graph has a ferromagnetic equivalent bond is:

$$
\begin{equation*}
P_{G} \equiv p(G)=A p_{5}+B q_{5}+C r_{5}+D s_{5} \tag{198}
\end{equation*}
$$

where we have used the fact that bond- 5 has to be in one of its 4 possible configurations; $\mathrm{A}, \mathrm{B}, \mathrm{C}$ and D depend on all bonds excepting bond-5. Let us introduce the following
notation: $0 \cdots \circ$, $0---\bigcirc$, a ~ ( $p=1$ ), antiferromagnetic $(q=1)$ and frustrated $(s=1)$ bonds. It immediately comes that

$$
\begin{align*}
& A=\left(\begin{array}{cc}
1 \Omega & 2 \\
\cdots \cdots & \cdots
\end{array}\right)  \tag{199.a}\\
& B=p\binom{1 \Omega 2}{\underset{3--\infty}{2}}  \tag{199.b}\\
& C=p\left(\begin{array}{lll}
1 & 2 \\
3 & 2 & 4
\end{array}\right)  \tag{199.c}\\
& D=p(\underbrace{1}_{3} 22_{4}) \tag{199.d}
\end{align*}
$$

Therefore Eq. (198) can be rewritten as follows

or even

where we have used the fact that


Property (202) holds in general and could be stated as follows: "In the calculations of $p(G)$ of an arbitrary two-rooted graph, a fully frustrated bond $(s=1)$ can be deleted if its deletion does not disconnected the roots". This is due to the fact that both absent and frustrated bonds are associated to a vanishing coupling constant, consequently, the effective probability p of a graph being ferromagnetic is determined by the rest of the edges of the graph. This property can be verified on Eqs. (196.a) and (197.a), where it
can be noticed the absence of the variables $r$ and s. Eq. (202) generalizes into

$$
\begin{equation*}
p\left(G_{j}^{\phi}\right)=p\left(G_{j}^{b}\right) \tag{203}
\end{equation*}
$$

where j indicates that we are operating on the (arbitrarily chosen) j -th bond, and $G_{j}^{\phi}$ and $G_{j}^{b}$ denote respectively the $j$-th frustrated-precollapsed $\left(s_{j}=1\right)$ and broken $\left(r_{j}=1\right)$ graphs.

Eq. (201) is generalized into the following algorithm:

$$
\begin{equation*}
p(G)=p_{j} p\left(G_{j}^{F}\right)+q_{j} p\left(G_{j}^{A F}\right)+\left(1-p_{j}-q_{j}\right) p\left(G_{j}^{b}\right) \tag{204}
\end{equation*}
$$

where $G_{j}^{F}$ and $G_{j}^{A F}$ denote respectively the $j$-th ferro-precollapsed ( $p_{j}=1$ ) and antiferroprecollapsed $\left(q_{j}=1\right)$ graphs. This algorithm recovers, for $q_{j}=0$, algorithm (81) with $G_{j}^{F}$ becoming the collapsed graph $G_{j}^{c}$.

In a totally analogous manner we obtain for the probalibity $q(c)$ that the graph $G$ has an antiferromagnetic equivalent bond:

$$
\begin{equation*}
q(G)=p_{j} q\left(G_{j}^{F}\right)+q_{j} q\left(G_{j}^{A F}\right)+\left(1-p_{j}-q_{j}\right) q\left(G_{j}^{b}\right) \tag{205}
\end{equation*}
$$

where we have used the following property:

$$
\begin{equation*}
q\left(G_{j}^{\phi}\right)=q\left(G_{j}^{b}\right) \tag{206}
\end{equation*}
$$

This equation is totally analogous to Eq. (202), and can be verified on the fact that Eqs. (196.b) and (197.b) do not contain the variables r and s .

Finally the algorithm for the r-variable is that of bond percolation (Eq. (81)), with bond occupancy probabilities ( $1-r_{i}$ ), i.e.,

$$
\begin{equation*}
r(G)=\left(1-r_{j}\right) r\left(G_{j}^{c}\right)+r_{j} r\left(G_{j}^{b}\right) \tag{207}
\end{equation*}
$$

wheres it appears r-variables only.
The recursive use of Eqs. (204) (205) and (207) (together with Eqs. (196) and (197)) would enable the solution of an arbitrary graph, were it not for the fact that algorithms (204) and (205) eventually lead, as a final product, to irreducible graphs exclusively constituted by ferro- and antiferro-precollapsed bonds, whose solution we shall handle now.

We assume a F configuration on the roots of the graph $G$ (i.e., the spins on both roots are parallel), and, considering all possible configurations for the internal spins (in general, $2^{N_{s}-2}$ spin configurations), we obtain the lowest energy, noted $E^{F}$, and the corresponding degeneracy, noted $g^{F}$. We then assume an AF configuration on the roots (i.e., the spins on both roots are antiparallel), and consider oncemore all possible configurations for the internal spins, thus obtaining the lowest energy, now noted $E^{A F}$, and its degeneracy $g^{A F}$. We finally use the following set of rules (which will incidentally lead to a better understanding of the big difference existing between absent and frustrated bonds):
(i) if $E^{F}<E^{A F}$, or if $E^{F}=E^{A F}$ and $g^{F}>g^{A F}$, then the graph is equivalent to a fully F-bond (i.e., $p(G)=1$ and $q(G)=r(G)=s(G)=0) ;$
(ii) if $E^{F}>E^{A F}$, or if $E^{F}=E^{A F}$ and $g^{F}<g^{A F}$, then the graph is equivalent to a fully AF-bond (i.e., $q(G)=1$ and $p(G)=r(G)=s(G)=0) ;$
(iii) if $E^{F}=E^{A F}$ and $g^{F}=g^{A F}$, then the graph is equivalent to a fully $\phi$-bond (i.e.,

$$
\begin{equation*}
s(G)=1 \text { and } p(G)=q(G)=r(G)=0) \tag{208.c}
\end{equation*}
$$

We illustrate these rules on Table II for the $b=d=2$ Wheatstone-bridge. The rules (208) together with Eqs. (196), (197), (204), (205) and (207) completely close the procedure. It is obviously much simpler than considering the $4^{N_{b}}$ bond configurations and, for many among them, examining the spin configurations. However, it could in principle be even simpler because it does not completely avoids some configuration analysis; indeed the last step (rules (208)) demands, for each of the $2^{N_{b}}$ (at most) bond configurations of an irreducible graph, the consideration of $2^{N_{s}-2}$ (at most) spin configurations. An appreciable improvement would be a manner of connecting each bond configuration of the graph (first columm of Table II) directly with is equivalent bond (third column of Table II) without having to inspect the ground states (intermediate column of Table II), as this is a quite time-consuming operator. We have not succeeded, and new attempts would be welcome. The observation of Table II yields the following hints:
(i) The equivalent bond is frustrated if and only if an odd number of the $2\left(c \equiv N_{b}-N_{s}+1\right.$ for a general connected graph) elementary plaquettes are frustrated, which in turn happens if and only if the plaquette perimeter contains and odd number of AF-bonds;
(ii) Two configurations which can be obtained one from the other through F-bond $\rightleftharpoons$ AF-bond interchanges, correspond to the same equivalent bond.

As an illustration, we have solved [195] the graph of Fig. 19 with the BCM (this two-rooted graph is self-dual, and will later on be used for RG applications for the square lattice). We obtain

$$
\begin{align*}
p^{\prime} & =24 p q^{2}-24 p q^{3}-30 p q^{4}+84 p q^{6}-72 p q^{7}+18 p q^{8} \\
& -30 p^{2} q^{2}-50 p^{2} q^{3}+84 p^{2} q^{4}+262 p^{2} q^{5}-394 p^{2} q^{6} \\
& +140 p^{2} q^{7}+8 p^{3}-12 p^{3} q-26 p^{3} q^{2}+36 p^{3} q^{3}+398 p^{3} q^{4} \\
& -832 p^{3} q^{5}+400 p^{3} q^{6}-6 p^{4}-28 p^{4} q+60 p^{4} q^{2} \\
& +386 p^{4} q^{3}-973 p^{4} q^{4}+612 p^{4} q^{5}-6 p^{5}+12 p^{5} q  \tag{209.a}\\
& +218 p^{5} q^{2}-748 p^{5} q^{3}+588 p^{5} q^{4}+96 p^{6} q \\
& -376 p^{6} q^{2}+372 p^{6} q^{3}+12 p^{7}-100 p^{7} q+144 p^{7} q^{2}-9 p^{8}+28 p^{8} q+2 p^{9} \\
q^{\prime} & =8 q^{3}-6 q^{4}-6 q^{5}+12 q^{7}-9 q^{8}+2 q^{9}-12 p q^{3}-28 p q^{4} \\
& +12 p q^{5}+96 p q^{6}-100 p q^{7}+28 p q^{8}+24 p^{2} q-30 p^{2} q^{2} \\
& -26 p^{2} q^{3}+60 p^{2} q^{4}+218 p^{2} q^{5}-376 p^{2} q^{6}+144 p^{2} q^{7} \\
& -24 p^{3} q-50 p^{3} q^{2}+36 p^{3} q^{3}+386 p^{3} q^{4}-748 p^{3} q^{5} \\
& +372 p^{3} q^{6}-30 p^{4} q+84 p^{4} q^{2}+398 p^{4} q^{3}-973 p^{4} q^{4} \\
& +588 p^{4} q^{5}+262 p^{5} q^{2}-832 p^{5} q^{3}+612 p^{5} q^{4}+84 p^{6} q  \tag{209.b}\\
& +394 p^{6} q^{2}+400 p^{6} q^{3}-72 p^{7} q+140 p^{7} q^{2}+18 p^{8} q \\
& =8 r^{3}-6 r^{4}-6 r^{5}+12 r^{7}-9 r^{8}+2 r^{9} \tag{209.c}
\end{align*}
$$

and

$$
\begin{equation*}
s^{\prime}=1-p^{\prime}-q^{\prime}-r^{\prime} \tag{209.d}
\end{equation*}
$$

The generalization of the present procedure to finite temperatures presents [195] non trivial difficulties and will not be discussed herein.

### 3.3.4 $\mathrm{Z}(\mathrm{q})$ model

In this subsection we extend the transmissivity of the q-state Potts model in order to cover the $Z(q)$ model where the transmissitivity becomes a vector. The Hamiltonian of a single bond (between sites $i$ and $j$ ) is given by eq. (9). With that bond we associate the vector transmissivity $\vec{t} \equiv\left(t_{0}, t_{1}, \cdots, t_{q-1}\right)$ defined through [120]:

$$
\begin{equation*}
t_{\alpha}=\frac{\sum_{\beta=0}^{q-1} \exp \left(\sum_{\gamma=1}^{\bar{q}} 2 K_{\gamma} \cos \frac{2 \pi \beta \gamma}{q}\right) \exp \left(\frac{i 2 \pi \alpha \beta)}{q}\right.}{\sum_{\beta=0}^{q-1} \exp \left(\sum_{\gamma=1}^{\bar{q}} 2 K_{\gamma} \cos \frac{2 \pi \beta \gamma}{q}\right)} \tag{210}
\end{equation*}
$$

with $K_{\alpha} \equiv J_{\alpha} / k_{B} T$.
We immediately verify that $t_{\alpha}$ is a real number which satisfies

$$
\begin{gather*}
t_{o}=1  \tag{211}\\
t_{\alpha}=t_{q-\alpha} \quad(\alpha=1,2, \cdots q-1) \tag{212}
\end{gather*}
$$

Consequently $\vec{t}$ contains $\bar{q}$ independent components. The Potts model corresponds to the particular case $t_{1}=t_{2}=\cdots=t_{q-1} \equiv t$.

A series array of two bonds with transmissivities $\vec{t}^{(1)}$ and $\vec{t}^{(2)}$ has an equivalent transmissivity $\vec{t}^{(s)}$ given by [120]

$$
\begin{equation*}
t_{\alpha}^{(s)}=t_{\alpha}^{(1)} t_{\alpha}^{(2)} \quad(\alpha=0,1, \cdots, q-1) \tag{213}
\end{equation*}
$$

If the array is a parallel one, the equivalent transmissivity $\vec{t}_{p}$ is given by

$$
\begin{equation*}
t_{\alpha}^{(p) D}=t_{\alpha}^{(1) D} t_{\alpha}^{(2) D} \quad(\alpha=0,1, \cdots, q-1) \tag{214}
\end{equation*}
$$

where (for $j=1,2, p) \overrightarrow{t^{(j)}} \equiv\left(t_{0}^{(j)}, t_{1}^{(j)}, \cdots, t_{q-1}^{(j)}\right)$ and its dual $\vec{t}^{(j) D} \equiv\left(\vec{t}_{0}^{(j) D}, t_{1}^{(j) D}, \cdots, t_{q-1}^{(j) D}\right)$
are related through

$$
\begin{equation*}
t_{\alpha}^{D}=\frac{\sum_{\beta=0}^{q-1} t_{\beta} \exp (-i 2 \pi \alpha \beta / q)}{\sum_{\beta=0}^{q-1} t_{\beta}} \quad(\alpha=0,1, \cdots, q-1) \tag{215}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{\beta}=\frac{\sum_{\alpha=0}^{q-1} t_{\alpha}^{D} \exp (-i 2 \pi \alpha \beta / q)}{\sum_{\alpha=0}^{q-1} t_{\alpha}^{D}} \quad(\beta=0,1, \cdots, q-1) \tag{216}
\end{equation*}
$$

Let us illustrate the series parallel algorithms with the $\mathrm{Z}(4)$ model. In this case we have [125]:

$$
\begin{equation*}
t_{\alpha}^{(s)}=t_{\alpha}^{(1)} t_{\alpha}^{(2)} \quad(\alpha=1,2) \tag{217}
\end{equation*}
$$

for the series array,

$$
\begin{equation*}
t_{1}^{(p)}=\frac{t_{1}^{(1)}+t_{1}^{(2)}+t_{1}^{(1)} t_{2}^{(2)}+t_{1}^{(2)} t_{2}^{(1)}}{1+2 t_{1}^{(1)} t_{1}^{(2)}+t_{2}^{(2)}+t_{2}^{(1)} t_{2}^{(2)}} \tag{218}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{(p)}=\frac{t_{2}^{(1)}+t_{2}^{(2)}+2 t_{1}^{(1)} t_{1}^{(2)}}{1+2 t_{1}^{(1)} t_{1}^{(2)}+t_{2}^{(1)} t_{2}^{(2)}} \tag{219}
\end{equation*}
$$

for the parallel array, and finally $[121,125]$

$$
\begin{equation*}
t_{1}^{D}=\frac{1-t_{2}}{1+2 t_{1}+t_{2}} \tag{220}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{D}=\frac{1-2 t_{1}+t_{2}}{1+2 t_{1}+t_{2}} \tag{221}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
t_{1}=\frac{1-t_{2}^{D}}{1+2 t_{1}^{D}+t_{2}^{D}} \tag{222}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}=\frac{1-2 t_{1}^{D}+t_{2}^{D}}{1+2 t_{1}^{D}+t_{2}^{D}} \tag{223}
\end{equation*}
$$

for the dual relations. In eqs. (217-223) the vector transmissivity $\vec{t} \equiv\left(1, t_{1}, t_{2}, t_{3}\right)$ is defined as (see eq. 210):

$$
\begin{equation*}
t_{1}=t_{3}=\frac{1-e^{-4 K_{1}}}{1+2 e^{-2\left(K_{1}+2 K_{2}\right)}+e^{-4 K_{1}}} \tag{224.a}
\end{equation*}
$$

$$
\begin{equation*}
t_{2}=\frac{1-2 e^{-2\left(K_{1}+2 K_{2}\right)}+e^{-4 K_{1}}}{1+2 e^{-2\left(K_{1}+2 K_{2}\right)}+e^{-4 K_{1}}} \tag{224.b}
\end{equation*}
$$

Now let us consider the general case corresponding to an arbitrary connected tworooted graph $G$ whose edges are associated with q-dimensional vector transmissivities $\left\{\vec{t}_{i}\right\}$. Similarly to the Potts model (see eqs. 109), one can define the vector transmissivity $\vec{T}(1,2 ; G) \equiv\left\{T_{\alpha}(1,2 ; G), \alpha=0,1, \cdots, q-1\right\}$ between the roots 1 and 2 of $G$ as the transmissivity $\vec{t}_{e f f}$ of a single effective edge $e_{\text {eff }}$ between 1 and 2 having an equivalent Hamiltonian $\mathcal{H}_{e q}\left(n_{1}-n_{2}\right)$ given by [197]:

$$
\begin{equation*}
C e^{-\mathcal{H}_{e q}\left(n_{1}-n_{2}\right) / k_{B} T}=\operatorname{Tr}^{\prime}\left\{e^{-\mathcal{H}(G) / k_{B} T}\right\} \tag{225}
\end{equation*}
$$

where $C$ is constant and $T r^{\prime}$ denotes the trace over the configurations of only the internal spins (on the unrooted vertices).

It has been proved [197] for any graph $G$ that:

$$
\begin{equation*}
T_{\alpha}(1,2 ; G)=<e^{-2 \pi i\left(n_{1}-n_{2}\right) \alpha / q}>=\frac{N_{\alpha}(1,2 ; G)}{D(G)} \quad(\alpha=0,1, \cdots, q-1) \tag{226}
\end{equation*}
$$

where $\langle\cdots\rangle$ stands for a thermal average involving all the spins on the graph $G$.
Analogously to the Potts model (see eqs. 111), the denominator $D(G)$ (which is independent of the roots and of the component $\alpha$ ) of $T_{\alpha}(1,2 ; G)$ is related to the partition function $Z(G)$ through [197, 198]:

$$
\begin{equation*}
Z(G)=B D(G) \tag{227.a}
\end{equation*}
$$

with

$$
\begin{equation*}
B=q^{N_{s}-N_{b}} \prod_{e=1}^{N_{b}}\left\{\sum_{\alpha=0}^{q-1} e^{-\mathcal{H}_{e}(\alpha) / k_{B} T}\right\} \tag{227.b}
\end{equation*}
$$

where the product is over all the $N_{b}$ edges $\{e\}\left(e=1,2, \cdots, N_{b}\right)$ of the graph $G$ with $N_{s}$ vertices; to each edge e joining the vertices $i$ and $j$ is associated the Hamiltonian $\mathcal{H}_{e}\left(\alpha=n_{i}-n_{j}\right)$ given by eq. (9).

Concerning the numerators $\left\{N_{\alpha}(1,2 ; G)\right\}(\alpha=0,1, \cdots, q-1)$ they satisfy [197]:

$$
\begin{equation*}
N_{\alpha}(1,2 ; G)=N_{q-\alpha}(1,2 ; G) \quad(\alpha=1,2, \cdots, q-1) \tag{228.a}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{0}(1,2 ; G)=D(G) \tag{228.b}
\end{equation*}
$$

from which it follows that the relations (211) and (212) are valid, not only for an edge, but also for an effective edge linking the roots of a graph $G$, i.e., for $T_{\alpha}(1,2 ; G)$.

In the case of the Potts model, these numerators reduce, for $\alpha \neq 0$, to [197]:

$$
\begin{equation*}
N_{1}(1,2 ; G)=N_{2}(1,2 ; G)=\cdots=N_{q-1}(1,2 ; G)=N_{12}(G) \tag{229}
\end{equation*}
$$

where $N_{12}(G)$ is the numerator of $T_{12}(G)$ defined previously (see section 3.2.2). Consequently the Potts model corresponds to the particular case $T_{1}(1,2 ; G)=T_{2}(1,2 ; G)=$ $\cdots=T_{q-1}(1,2 ; G)=T_{12}(G)$.

Pair correlation functions can normally be written as the thermal average of some function $f\left(n_{1}-n_{2}\right)$ which depends only on the difference, $\bmod -q$, of the state variables $n_{1}$ and $n_{2}$. It has been shown that the Fourier decomposition of $<f\left(n_{1}-n_{2}\right)>$ involves $T_{\alpha}(1,2 ; G)$ through [197]:

$$
\begin{equation*}
<f\left(n_{1}-n_{2}\right)>=\frac{1}{q} \sum_{\alpha=0}^{q-1} f_{q-\alpha} T_{\alpha}(1,2 ; G) \tag{230}
\end{equation*}
$$

The above relation reduces, for the Potts model, to eq. (110) if one chooses $f\left(n_{1}-n_{2}\right)=$ $\left[q \delta\left(n_{1}-n_{2}\right)-1\right] /(q-1)$.

The generalizations of the factorization rules (115), (116) and (117) to the $Z(q)$ model are given, respectively, by [197]:

$$
\begin{gather*}
N_{\alpha}(1,2 ; G)=N_{\alpha}\left(1,2 ; G_{1}\right) D\left(G_{2}\right)  \tag{231}\\
N_{\alpha}(1,2 ; G)=N_{\alpha}\left(1, i ; G_{1}\right) N_{\alpha}\left(i, 2 ; G_{2}\right) \tag{232}
\end{gather*}
$$

and

$$
\begin{equation*}
N_{\alpha}(1,2 ; G)=T_{\alpha}(1,2 ; G)=0 \quad(\alpha=0,1, \cdots, q-1) \tag{233}
\end{equation*}
$$

Notice that eq. (232) reduces to eq. (213) for two edges in series.
The extension to the $Z(q)$ model of the parallel algorithm (eq. 122) for effective edges with vector equivalent transmissivities $\vec{T}^{(1)} \equiv\left\{N_{\alpha}^{(1)} / D^{(1)}, \alpha=0,1, \cdots, q-1\right\}$ and $\vec{T}^{(2)} \equiv\left\{N_{\alpha}^{(2)} / D^{(2)}, \alpha=0,1, \cdots, q-1\right\}$ is [197]:

$$
\begin{equation*}
\tilde{N}_{\alpha}^{(p)}=\tilde{N}_{\alpha}^{(1)} \tilde{N}_{\alpha}^{(2)} \quad(\alpha=0,1, \cdots, q-1) \tag{234.a}
\end{equation*}
$$

where, for $j=1,2, p, \tilde{N}_{\alpha}$ is the discrete Fourier transform of $N_{\alpha}$ :

$$
\begin{equation*}
\tilde{N}_{\alpha}=\sum_{\beta=0}^{q-1} N_{\beta} \exp (-2 \pi i \alpha \beta / q) \quad(\alpha=0,1, \cdots, q-1) \tag{234.b}
\end{equation*}
$$

Observe that, for an ordinary edge with vector equivalent transmissivity $\vec{t} \equiv\left(t_{0}, t_{1}, \cdots, t_{q-1}\right)$, the ratio $\tilde{N}_{\alpha} / \tilde{N}_{0}$ equals $t_{\alpha}^{D}(\alpha=0,1, \cdots, q-1)$. Therefore eq. (234a) recovers eq. (214) for two edges in parallel.

With eqs. (231-234) we can calculate pair correlation functions for the $Z(q)$ model on any two-rooted graph $G$ reducible in series and/or parallel operations. If the graph is an irreducible one, we should use the following break-collapse equation [197] for $q \geq 4$ :

$$
\begin{align*}
& N_{\alpha}(1,2 ; G)=\left(D^{(j)}+(\bar{q}-2) N_{1}^{(j)}-\sum_{\beta=2}^{\bar{q}} N_{\beta}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b \cdots b}\right)+ \\
& N_{1_{e f f}} N_{\alpha}\left(1,2 ; G_{j}^{c c \cdots c}\right)+\sum_{\beta=2}^{\bar{q}}\left(N_{\beta}^{(j)}-N_{1}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b \cdots c \cdots b}\right) \quad(\alpha=0,1, \cdots, \bar{q}) \tag{235}
\end{align*}
$$

with the superscript $c$ in the last term occupying the $\beta^{\text {th }}$ position. $N_{\alpha}\left(1,2 ; G_{j}^{b b \cdots b}\right)$, $N_{\alpha}\left(1,2 ; G_{j}^{c c \cdots c c}\right)$ and $N_{\alpha}\left(1,2 ; G_{j}^{b b \cdots c \cdots b}\right)$ are the $N_{\alpha}$ of the respective broken $\left(b b \cdots b, t_{1}^{(j)}=\right.$ $\left.t_{2}^{(j)}=\cdots=t_{q-1}^{(j)}=0\right)$, collapsed $\left(c c \cdots c ; t_{1}^{(1)}=t_{2}^{(j)}=\cdots=t_{q-1}^{(j)}=1\right)$ and the $\beta$ type precollapsed ( $b b \cdots c \cdots b ; t_{\beta}^{(j)}=t_{q-\beta}^{(j)}=1$ and $t_{\gamma}^{(j)}=0$ for $\gamma \neq \beta, q-\beta, 0$ ) graphs. $N_{\alpha}^{(j)}(\alpha=1,2, \cdots, q-1)$ and $D^{(j)}$ correspond, respectively, to the numerators and denominator of the $\alpha$-component of the vector transmissivity $\vec{t}^{(j)}$ associated with the effective edge $j$.

Notice that eq. (235) recovers eqs. (119) for the Potts model (where $N_{1}^{(j)}=N_{2}^{(j)}=$ $\cdots=N_{\bar{q}}^{(j)} \equiv N_{j}$ ). Furthermore the equation reduces, when $j$ is an ordinary (i.e., noneffective) edge, to the break-collapse equation conjectured by Mariz et al for $q=4$ [121] and $q=6$ [199]. Let us make it explicit for the $Z(4)$ model namely:

$$
\begin{align*}
N_{\alpha}(1,2 ; G) & =\left(1-t_{2}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b}\right)+t_{1}^{(j)} N_{\alpha}\left(1,2 ; G_{j}^{c c}\right)  \tag{236}\\
& +\left(t_{2}^{(j)}-t_{1}^{(j)}\right) N_{\alpha}\left(1,2 ; G^{b c}\right) \quad(\alpha=0,1,2)
\end{align*}
$$

See, in Fig. 20, the standard Wheatstone-bridge graph, and its corresponding broken, collapsed and precollapsed graphs where the break-collapsing has been done on the central bond.

The iterative use of Eqs. (217-219) and (236) yields, for the $Z(4)$ model, the complete answer for $\vec{T}(1,2 ; G)$ if we know the answer for that same graph with all its bonds being precollapsed (last and unique non trivial element of the iterative chain). It has been proved [197] that such a graph is precollapsed itself with the following attribution: $t_{1}=0 / 2^{c}$ and $t_{2}=2^{c} / 2^{c}$, with the cyclomatic number $c=N_{b}-N_{s}+1$ for a connected graph $G$.

The BCM enabled a relatively easy solution for the graph of Fig. (20.a); the solution is given [200] by $T_{1}(1,2 ; G)=N_{1}(1,2 ; G) / D(G)$ and $T_{2}(1,2 ; G)=N_{2}(1,2 ; G) / D(G)$ with

$$
\begin{align*}
N_{1}(1,2 ; G) & =N_{3}(1,2 ; G)=t_{1}^{(1)} t_{1}^{(2)}+t_{1}^{(3)} t_{1}^{(4)}+t_{1}^{(1)} t_{1}^{(4)} t_{1}^{(5)}+t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(5)} \\
& +t_{1}^{(1)} t_{1}^{(2)} t_{2}^{(3)} t_{2}^{(4)}+t_{1}^{(3)} t_{1}^{(4)} t_{2}^{(1)} t_{2}^{(2)}+t_{1}^{(1)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(2)} \\
& +t_{1}^{(1)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(3)}+t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(1)}+t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(4)} \\
& +t_{1}^{(1)} t_{1}^{(2)} t_{2}^{(3)} t_{2}^{(5)}+t_{1}^{(1)} t_{1}^{(2)} t_{2}^{(4)} t_{2}^{(5)}+t_{1}^{(3)} t_{1}^{(4)} t_{2}^{(1)} t_{2}^{(5)} \\
& +t_{1}^{(3)} t_{1}^{(4)} t_{2}^{(2)} t_{2}^{(5)}+t_{1}^{(1)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(2)} t_{2}^{(3)}+t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(1)} t_{2}^{(4)}  \tag{237.a}\\
N_{2}(1,2 ; G) & =t_{2}^{(1)} t_{2}^{(2)}+t_{2}^{(3)} t_{2}^{(4)}+t_{2}^{(1)} t_{2}^{(4)} t_{2}^{(5)}+t_{2}^{(2)} t_{2}^{(3)} t_{2}^{(5)} \\
& +2 t_{1}^{(1)} t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(4)}+2\left(t_{1}^{(1)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(2)}+t_{1}^{(1)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(4)}\right. \\
& \left.+t_{1}^{(2)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(1)}+t_{1}^{(2)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(3)}\right)+2 t_{1}^{(1)} t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(4)} t_{2}^{(5)} \tag{237.b}
\end{align*}
$$

and

$$
\begin{align*}
D(G) & =1+t_{2}^{(1)} t_{2}^{(3)} t_{2}^{(5)}+t_{2}^{(2)} t_{2}^{(4)} t_{2}^{(5)}+2\left(t_{1}^{(1)} t_{1}^{(3)} t_{1}^{(5)}+\right. \\
& \left.+t_{1}^{(2)} t_{1}^{(4)} t_{1}^{(5)}\right)+t_{2}^{(1)} t_{2}^{(2)} t_{2}^{(3)} t_{2}^{(4)}+2 t_{1}^{(1)} t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(4)}+ \\
& +2\left(t_{1}^{(1)} t_{1}^{(2)} t_{1}^{(3)} t_{1}^{(4)} t_{2}^{(5)}+t_{1}^{(1)} t_{1}^{(3)} t_{1}^{(5)} t_{2}^{(2)} t_{2}^{(4)}+t_{1}^{(2)} t_{1}^{(4)} t_{1}^{(5)} t_{2}^{(1)} t_{2}^{(3)}\right) \tag{237.c}
\end{align*}
$$

Let us now focus on the $Z(6)$ model where the equivalent vector transmissivity $\vec{T}(1,2 ; G)$ of an arbitrary two-rooted graph is given by $T_{\alpha}(1,2 ; G)=N_{\alpha}(1,2 ; G) /(G)(r=1,2,3)$. Setting $q=6$ in eq. (235) and choosing an ordinary edge $j$, one obtains the following break-collapse equation:

$$
\begin{align*}
N_{\alpha}(1,2 ; G) & =\left(1+t_{1}^{(j)}-t_{2}^{(j)}-t_{3}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b b}\right)+t_{1}^{(j)} N_{\alpha}\left(1,2 ; G_{j}^{c c c}\right)+  \tag{238}\\
& +\left(t_{2}^{(j)}-t_{1}^{(j)}\right) N_{\alpha}\left(1,2: G_{j}^{b c b}\right)+\left(t_{3}^{(j)}-t_{1}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b c}\right) \quad(\alpha=0,1,2,3)
\end{align*}
$$

See, in Fig. 21, the standard Wheatstone-bridge graph and its corresponding broken, collapsed an precollapsed graphs, the j-th bond being the central one.

The iterative use of Eqs. (231-234) and (238) yields the complete answer for $\vec{T}(1,2 ; G)$ if we know the answers for all the associated graphs where all of its bonds are precollapsed. An arbitrary graph $G$ yields in general, for the $Z(6)$ model, $2^{N_{b}}$ such associated terminal graphs (noted $\left\{G_{p r}\right\}$ ) as each one of its bonds can be either of the precollapsed- 2 or of the precollapsed-3 type.

In this case there are no simple formulae for the $T_{\alpha}\left(1,2 ; G_{p r}\right)(\alpha=1,2,3)$ such as those mentioned for $q=4$. Their calculation involves the explicit enumeration of certain mod- 6 flows on $G_{p r}$. A model- $N$ flow $\vec{\phi}$ on any graph $G$ is defined as follows (see ref. [139]). First, consider an arbitrary directing of the $N_{b}$ edges $e_{1}, e_{2}, \cdots, e_{N_{b}}$ of $G$ and then associate to each edge $e_{i}$ a value $\phi_{i}$ which takes on the $N$ values $0,1, \cdots, N-1$. Define an incidence matrix $S$ for each vertex $j$ and edge $e$ by:

$$
S_{j e}= \begin{cases}1 & \text { if } e \text { is directed into } j  \tag{239}\\ -1 & \text { if } e \text { is directed out of } j \\ 0 & \text { if } j \text { is not a vertex of } e\end{cases}
$$

We say that $\vec{\phi}=\left(\phi_{1}, \phi_{2}, \cdots \phi_{N_{b}}\right)$ is a mod-N flow on $G$ if for each vertex $j$ there is a conservation condition mod- $N$ given by

$$
\begin{equation*}
\partial \phi_{j} \equiv \sum_{\epsilon=1}^{N_{b}} S_{j e} \phi_{e}=0 \bmod -\mathrm{N} \tag{240}
\end{equation*}
$$

$\vec{\phi}$ is a rooted mod-N $\alpha$ flow on $G$ if (240) applies to all unrooted vertices and if, in addition, there is an external flow $\alpha$ entering at root 1 and leaving at root 2 , in other words:

$$
\partial \phi_{j}= \begin{cases}-\alpha & \text { if } j=1  \tag{241}\\ +\alpha & \text { if } j=2 \\ 0 & \text { otherwise }\end{cases}
$$

The particular case of $\alpha=0$ corresponds to a mod $-N$ flow.
Concerning our problem of calculating $T_{\alpha}\left(1,2 ; G_{p r}\right)$, it has been proved [197] that $N_{\alpha}\left(1,2 ; G_{p r}\right)(\alpha=1,2,3)$ is the number of rooted mod- $6 \alpha$ flows such that the flow on any precollapsed edge of type 2 must be 0,2 or 4 and the flow on any precollapsed edge of
type 3 must be 0 or 3 . $D\left(G_{p r}\right)$ corresponds to the particular case of zero external flow, i.e., $D\left(G_{p r}\right)=N_{0}\left(G_{p r}\right)$. An example of a terminal graph $G_{p r}$ with 2 and 3 precollapsed edges of respective types 2 and 3 is shown in Fig. 22. In this example there is only one mod- 6 $\alpha$ flow for a fixed external flow $\alpha(\alpha=0,1,2,3)$ and therefore $T_{\alpha}\left(1,2, G_{p r}\right)=\left(\frac{1}{1}, \frac{1}{1}, \frac{1}{1}\right)$ for this specific terminal graph.

We have presented in Fig. 23 the 14 non equivalent associated $G_{p r}$ graphs of Fig. 21 (a) with their respective $T_{\alpha}\left(1,2 ; G_{p r}\right)(\alpha=1,2,3)$. As an illustration of the use of the $Z(6)$ BCM we present below the result obtained for the graph of Fig. 21 (a) with all transmissivities equal among themselves and given by ( $t_{1}, t_{2}, t_{3}$ ), namely [199]:

$$
\begin{equation*}
N_{1}(1,2 ; G)=2\left\{t_{1}^{2}+t_{1}^{3}+3 t_{1}^{2} t_{2}^{2}+t_{2}^{2} t_{3}^{2}+2 t_{1}^{3} t_{2}+2 t_{1} t_{2}^{2} t_{3}+2 t_{1} t_{2} t_{3}^{2}+3 t_{1}^{2} t_{2}^{2} t_{3}+2 t_{1} t_{2}^{3} t_{3}+t_{1} t_{2}^{2} t_{3}^{2}\right\} \tag{242.a}
\end{equation*}
$$

$N_{2}(1,2 ; G)=2 t_{2}^{2}+2 t_{2}^{3}+t_{1}^{4}+5 t_{2}^{4}+2 t_{1}^{2} t_{3}^{2}+4 t_{1}^{3} t_{2}+4 t_{1} t_{2} t_{3}^{2}+2 t_{1}^{2} t_{2} t_{3}^{2}+6 t_{1}^{2} t_{2}^{2} t_{3}+4 t_{1}^{3} t_{2} t_{3}+4 t_{1}^{2} t_{2} t_{3}$

$$
\begin{equation*}
N_{3}(1,2 ; G)=2\left\{t_{3}^{2}+t_{3}^{3}+2\left(t_{1}^{2} t_{2}^{2}+t_{1}^{3} t_{2}^{2}+t_{1}^{2} t_{2}^{3}\right)+4\left(t_{1}^{2} t_{2} t_{3}+t_{1} t_{2}^{2} t_{3}\right)+2 t_{1}^{2} t_{2}^{2} t_{3}\right\} \tag{242.b}
\end{equation*}
$$

and

$$
\begin{equation*}
D(G)=1+4 t_{1}^{3}+4 t_{2}^{3}+2 t_{3}^{3}+2 t_{1}^{4}+2 t_{2}^{4}+t_{3}^{4}+2 t_{1}^{4} t_{2}+4 t_{1}^{3} t_{2}^{2}+4 t_{1}^{2} t_{2}^{2} t_{3}+4 t_{1}^{2} t_{2} t_{3}^{2}+4 t_{1} t_{2}^{2} t_{3}^{2}+2 t_{2}^{5} \tag{242.d}
\end{equation*}
$$

where $t_{i}$ is related to the coupling constants through (see eq. 210):

$$
\begin{align*}
& t_{1}=t_{5} \equiv\left[1+e^{-\left(K_{1}+3 K_{2}+4 K_{3}\right)}-e^{-3\left(K_{1}+K_{2}\right)}-e^{-4\left(K_{1}+K_{3}\right)}\right] / D_{0}  \tag{243.a}\\
& t_{2}=t_{4} \equiv\left[1-e^{-\left(K_{1}+3 K_{2}+4 K_{3}\right)}-e^{-3\left(K_{1}+K_{2}\right)}+e^{-4\left(K_{1}+K_{3}\right)}\right] / D_{0}  \tag{243.b}\\
& t_{3} \equiv\left[1-2 e^{-\left(K_{1}+3 K_{2}+4 K_{3}\right)}+2 e^{-3\left(K_{1}+K_{2}\right)}-e^{-4\left(K_{1}+K_{3}\right)}\right] / D_{0} \tag{243.c}
\end{align*}
$$

with

$$
\begin{equation*}
D_{0}=1+2 e^{-\left(K_{1}+3 K_{2}+4 K_{3}\right)}+2 e^{-3\left(K_{1}+K_{2}\right)}+e^{-4\left(K_{1}+K_{3}\right)} \tag{243.d}
\end{equation*}
$$

For a general fixed value of $q$ the BCM for the $Z(q)$ model consists in applying eqs. (231-235) as many times as needed to arrive at terminal graphs $G_{p r}$ with all edges precollapsed. Such graphs contain, at most, $(\bar{q}-1)$ differents types of precollapsed edges. The calculation of their corresponding $N_{\alpha}(1,2 ; G)(\alpha=0,1, \cdots, \bar{q})$ requires, except for
$q=4$, the explicit enumeration of all rooted $\bmod -q$ flow on $G_{p r}$ with the constraint that the flow on each precollapsed edge of type $\beta(\beta=2,3, \cdots, \bar{q})$ can take only the values $0, \beta$ or $q-\beta$.

There has been also established [197] a generalization, to the $Z(q)$ model, of the subgraph break-collapse method for the Potts model [133]. In ref. [197] it is argued that an alternative break-collapse equation, which uses fixed-flow bonds rather than precollapsed ones, leads to an algorithm more efficient than the BCM.

### 3.3.5 The Discrete Cubic Model

As we mentioned in section 1.2.4, the discrete $N$-vector model (or the $N$-component cubic model) is an interesting particular case of the $Z(2 N)$ model. It contains many importannt limiting cases (e.g, self-avoiding walks, spin $1 / 2$ Ising model, the Ashkin-Teller model and the Potts model) and it reduces to the Ising and $Z(4)$ models for $N=1$ and 2 respectively. In this subsection we particularize the vector transmissivity and the BCM of the previous section to the case of the discrete cubic model.

Let us recall that the dimensionless pair Hamiltonian can be written as [42]:

$$
\begin{equation*}
\frac{\mathcal{H}_{i j}}{k_{B} T}=-N K \vec{S}_{i} \cdot \vec{S}_{j}-N L\left(\vec{S}_{i} \cdot \vec{S}_{j}\right)^{2} \quad\left(K \equiv J_{1} / k_{B} T, L \equiv J_{2} / k_{B} T\right) \tag{244}
\end{equation*}
$$

where the $N$-component unit vector $\vec{S}_{i}$ can point in one of the $2 N$ directions (positive and negative) of the $N$-dimensional orthogonal axes, i.e.

$$
\begin{equation*}
\vec{S}_{i}=( \pm 1,0, \cdots, 0) \text { or }(0, \pm 1,0, \cdots, 0) \text { or } \cdots(0,0,0, \cdots, \pm 1) \tag{245}
\end{equation*}
$$

When the pair interaction energies $\mathcal{H}_{i j}\left(\alpha \equiv n_{i}-n_{j}\right)(\alpha=0,1 \cdots, 2 N-1)$ of the $Z(2 N)$ model become highly degenerate such that

$$
\begin{equation*}
\mathcal{H}_{i j}(1)=\mathcal{H}_{i j}(2)=\cdots=\mathcal{H}_{i j}(N-1)=\mathcal{H}_{i j}(N+1)=\cdots=\mathcal{H}_{i j}(2 N-1) \tag{246}
\end{equation*}
$$

then one recovers (see [47]) the $N$-component cubic model with dimensionless coupling constants $K$ and $L$ given by:

$$
\begin{equation*}
\mathcal{H}_{i j}(N)-\mathcal{H}_{i j}(0)=2 N k_{B} T \tag{247.a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{i j}(1)-\mathcal{H}_{i j}(0)=N(K+L) k_{B} T \tag{247.b}
\end{equation*}
$$

In this case the $Z(2 N)$ spectrum of $(N+1)$ levels became reduced to only 3 levels $(\forall N)$ : $\mathcal{H}_{i j}(0)$ and $\mathcal{H}_{i j}(N)$ having, each one, a degeneracy $2 N$ and the other level (corresponding to the case given by eq. 246) has a degeneracy $\left(4 N^{2}-4 N\right)$.

Substituting eqs. (246) and (247) in the definition of $\vec{t}$ (eq. 210) we obtain that:

$$
\begin{equation*}
t_{1}=t_{3}=\cdots=t_{2 N-1}=\frac{1-e^{-2 N K}}{1+2(N-1) e^{-N(K+L)}+e^{-2 N K}} \equiv t_{1} \tag{248.a}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}=t_{4}=\cdots=t_{2 N-2}=\frac{1-2 e^{-N(K+L)}+e^{-2 N K}}{1+2(N-1) e^{-N(K+L)}+e^{-2 N K}} \equiv t_{2} \tag{248.b}
\end{equation*}
$$

showing that the $N$-component cubic model has a vector transmissivity $\vec{t} \equiv\left(t_{1}, t_{2}\right)$ with only 2 different components.

The series and parallel algorithms of 2 edges continue to be given by eqs. (213) and (214) respectively where now the dual vector transmissivity $\vec{t}^{D} \equiv\left(t_{1}^{D}, t_{2}^{D}\right)$ is [46, 47]

$$
\begin{equation*}
t_{1}^{D}=\frac{1-N t_{1}+(N-1) t_{2}}{1+N t_{1}+(N-1) t_{2}} \tag{249.a}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{D}=\frac{1-t_{2}}{1+N t_{1}+(N-1) t_{2}} \tag{249.b}
\end{equation*}
$$

The parallel algorithm $\vec{t}^{(p)} \equiv\left(t_{1}^{(p)}, t_{2}^{(p)}\right)$ can be obtained directly through [46, 47]:

$$
\begin{equation*}
t_{1}^{(p)}=\frac{t_{1}^{(1)}+t_{1}^{(2)}+(N-1)\left[t_{2}^{(1)} t_{1}^{(2)}+t_{1}^{(1)} t_{2}^{(2)}\right]}{1+N t_{1}^{(1)} t_{1}^{(2)}+(N-1) t_{2}^{(1)} t_{2}^{(2)}} \tag{250.a}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{(p)}=\frac{t_{2}^{(1)}+t_{2}^{(2)}+N t_{1}^{(1)} t_{1}^{(2)}+(N-2) t_{2}^{(1)} t_{2}^{(2)}}{1+N t_{1}^{(1)} t_{1}^{(2)}+(N-1) t_{2}^{(1)} t_{2}^{(2)}} \tag{250.b}
\end{equation*}
$$

Using eqs. (226) and (230) one can show that the equivalent vector transmissivity $\vec{T}(1,2 ; G) \equiv\left\{T_{1}(1,2 ; G), T_{2}(1,2 ; G)\right\}$ between the roots 1 and 2 of a graph $G$ is:

$$
\begin{equation*}
T_{1}(1,2, G)=\frac{N_{1}(1,2 ; G)}{D(G)}=<\vec{S} \cdot \vec{S}_{2}> \tag{251.a}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2}(1,2 ; G)=\frac{N_{2}(1,2 ; G)}{D(G)}=\frac{<N\left(\vec{S}_{1} \cdot \vec{S}_{2}\right)^{2}-1>}{N-1} \tag{251.b}
\end{equation*}
$$

The factorization rules (eqs. (231-233)) are not modified in the case of the cubic model, while the parallel combination of graphs is given by eq. (234a) where now the discrete Fourier transforms $\tilde{N}_{\alpha}$ are [47]:

$$
\begin{align*}
\tilde{D}(G) & =\tilde{N}_{0}(G)=D(G)+N N_{1}(1,2 ; G)+(N-1) N_{2}(1,2 ; G)  \tag{252.a}\\
\tilde{N}_{N}(1,2 ; G) & =D(G)-N N_{1}(1,2 ; G)+(N-1) N_{2}(1,2 ; G) \tag{252.b}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{N}_{\alpha}(1,2 ; G)=D(G)-N_{2}(1,2 ; G) \quad(\forall \alpha \neq 0 \text { or } N) \tag{252.c}
\end{equation*}
$$

The break-collapse, for the cubic model, (eq. (235)) reduces to [47]:

$$
\begin{align*}
N_{\alpha}(1,2 ; G) & =\left(D^{(j)}-N_{2}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b b}\right)+N_{1}^{(j)} N_{\alpha}\left(1,2 ; G_{j}^{c c}\right)+ \\
& +\left(N_{2}^{(j)}-N_{1}^{(j)}\right) N_{\alpha}\left(1,2 ; G_{j}^{b c}\right) \quad(\alpha=0,1,2) \tag{253}
\end{align*}
$$

where $G_{j}^{b b}, G_{j}^{c c}$ and $G_{j}^{b c}$ are the broken $\left(t_{1}^{(j)}=t_{2}^{(j)}=0\right)$, collapsed $\left(t_{1}^{(j)}=t_{2}^{(j)}=1\right)$ and precollapsed $\left(t_{1}^{(j)}=0, t_{2}^{(j)}=1\right)$ graphs and the edge $j$ has a vector transmissivity $\overrightarrow{t^{j}} \equiv\left(t_{1}^{(j)}=N_{1}^{(j)} / D^{(j)}, t_{2}^{(j)}=N_{2}^{(j)} / D^{(j)}\right)$.

Notice that, unlike the break-collapse equation for the $Z(2 N)$ model (eq. 235), eq. (253) allows the calculation of $T_{\alpha}(1,2 ; G)$ as a function of $N$ rather than for a specified value of $N$. Furthermore, instead of $(N-1)$ precollapsed graphs generated by the application of eq. (235) to the $Z(2 N)$ model, there is only one precollapsed graph (independent of the value of $N$ ) generated by eq. (253).

The iterative use of eqs. (231-233), (234a), (252) and (253) (which constitutes the BCM) leads to the calculation of $\vec{T}(1,2 ; G)$ for any two-rooted graph $G$ provided that we know $\vec{T}\left(1,2 ; G_{p r}\right)$ for that same graph with all its bonds being precollapsed. It has been proved [47], similarly to the $Z(4)$ model, that such a graph is precollapsed itself with the following attribution:

$$
T_{1}\left(1,2 ; G_{p r}\right)=0 / N^{c} \text { and } T_{2}\left(1,2 ; G_{p r}\right)=N^{c} / N^{c}
$$

The application of the BCM to the graph of Fig. (20a) for the homogeneous case where the vector transmissivities are all equal to $\vec{t} \equiv\left(t_{1}, t_{2}\right)$ leads to [47]:

$$
\begin{align*}
N_{1}(1,2 ; G) & =2 t_{1}^{2}+2 t_{1}^{3}+6(N-1) t_{1}^{2} t_{2}^{2}+2(N-1)(N-2) t_{1}^{2} t_{2}^{3}+ \\
& +4(N-1) t_{1}^{3} t_{2}+2(N-1)^{2} t_{1}^{3} t_{2}^{2}  \tag{254.a}\\
N_{2}(1,2 ; G) & =2 t_{2}^{2}+2 t_{2}^{3}+N t_{1}^{4}+5(N-2) t_{2}^{4}+4 N t_{1}^{3} t_{2}+2 N(N-2) t_{1}^{3} t_{2}^{2} \\
& +N(N-1) t_{1}^{4} t_{2}+(N-2)(N-3) t_{2}^{5} \tag{254.b}
\end{align*}
$$

and

$$
\begin{align*}
D(G) & =N_{0}(1,2 ; G)=1+2 N t_{1}^{3}+2(N-1) t_{2}^{3}+N t_{1}^{4}+(N-1) t_{2}^{4}+(N-1)(N-2) t_{2}^{5} \\
& +2 N(N-1) t_{1}^{3} t_{2}^{2}+N(N-1) t_{1}^{4} t_{2} \tag{254.c}
\end{align*}
$$

Let us also mention that the modifications of the subgraph break-collapse algorithm of the Potts model necessary for dealing with the cubic model are described in ref. [47].

## 4 REAL-SPACE RENORMALIZATION-GROUP APPROACHES

Since the formulation of the renormalization group formalism by Wilson in 1971 [201] (see also [202]), we have witnessed an explosion of theoretical studies focusing the static (and dynamic) properties associated with critical phenomena occuring in all types of cooperative systems (geometrical, thermal and mixed statistical systems). Two main flows can be distinguished which only differ methodologically, but not in the essence of the formalism. We refer to reciprocal-space and real-space techniques. The former use Field Theory mathematical tools, which typically substitute the crystalline system by its continuous limit (vanishing crystalline parameter), and therefore loose the particular structural information (e.g., no distinction remains between simple cubic, FCC and diamond structures). As a natural consequence, these techniques are normally unable for predicting values for critical points, critical lines, phase diagrams generally speaking. But in compensation they naturally provide analytical, and quite well controlled, asymptotically exact results for the critical exponents ( $\nu, \beta, \gamma$, etc) which characterize the various universality classes of the equation of states and correlation functions. Typical such results are the $\varepsilon \rightarrow 0$ expansions ( $d=4-\varepsilon, d=1+\varepsilon, d=2+\varepsilon$ ) for arbitrary $n$, and $n \rightarrow \infty$ expansions for arbitrary $d$, for the $n$-vector model ( $d$ and $n$ being respectively the dimensionalities of the space and of the field therein defined); also the $\varepsilon=6-d$ expansion for uncorrelated non-directed percolation. Quite generally speaking, the $\varepsilon$-expansions can in principle be done (see e.g. [203-204]) for $d=d_{u}-\varepsilon, d=d_{\ell}+\varepsilon$ and $d=d_{s}+\varepsilon$, where $d_{u}$ is the upper critical dimensionality above which all (static) critical exponents equal their classical, Landau-like, values, (e.g, $d_{u}=4$ for the $n$ ferromagnetic model, $d_{u}=6$ for uncorrelated non-directed percolation, $d_{u}=5$ for uncorrelated directed percolation); $d_{\ell}$ is the lower critical dimensionality below which no critical phenomenon occurs at finite values of the relevant external parameter, for instance $T>0$ for thermal transitions, $1-p>0$ for percolation, $p$ being the bond (or site) concentration ( $d_{\ell}=1$ for the $q$-state Potts ferromagnet, $d_{\ell}=2$ for the Heisenberg ferromagnet); finally, $d_{s}=2 s$ is a special dimensionality for which [31] some $s$-simplex models are self-dual (e.g, s=1 might be the
bond $Z(q)$ ferromagnet, which includes the Potts model as a particular case, $s=2$ might be the plaquette $Z(q)$ ferromagnet and so on). The $n \rightarrow \infty$ (spherical model) asymptotic behaviour as well as the long range interaction case (see, for instance, [206] as well as [207-210]) have been analytically studied, for arbitrary $d$, along similar lines.

The other main flow concerns the real-space techniques. Within these techniques, the renormalization is based upon cells which are finite along at least one direction, their (linear) size being characterizad by $b$ (in units of the crystalline parameter). The expectation is that the lattice under study can be recovered in the $b \rightarrow \infty$ limit. The RG recursive relations are established by renormalizing a $b$-sized cell into a $b^{\prime}$-sized cell, with $b^{\prime}<b$. The $b \rightarrow \infty$ extrapolations are typically done with constant $b^{\prime}$ or with constant $b-b^{\prime}$ (the latter is a procedure which normally presents faster convergence towards the infinite lattice result, as illustrated in [211-213] and Appendix). These techniques are capable of predicting both phase diagrams and critical exponents (and even full equations of states and similar thermodynamical functions), the treatment of the small sizes (both $b$ an $b^{\prime}$ comparable to unity) being in general quite simple from the operational stand-point. However the results are in most cases only approximate; to achieve precision, $b \rightarrow \infty$ extrapolations (not always operationally simple) are quite often unavoidable. Furthermore, the estimation of errors is typically quite less controlled than in the reciprocal-space techniques, as the results for finites $b$ and $b^{\prime}$ might strongly depend on the shapes and symmetries chosen for the cells, as well as on the variables retained for the construction of the RG parameter space. For the real-space techniques, much more than for the reciprocal-space ones, applies Wilson's remark [214] "that achieving a reduction to subproblems of manageable size is a challenge and an art". To the illustration of this challenge and this art we devote the present Section.

Within the statistical equilibrium static properties of a system, two classes can be distinguished, namely phase diagrams and state functions. A phase diagram is represented in the space of the external parameters of the problem (temperature, concentrations, coupling constants, electric and magnetic fields, stress), and appears as a partition of the physically accessible parameter-space into two or more regions corresponding to the equilibrium phases of the system, these regions are separated by critical fontiers (e.g., critical
point, line or surface in a one, two-or three-dimensional parameter-space). Within the recursive $R G$ framework the regions appear as attractive basins, each of which being associated with an attractor, typically a fixed point (named trivial fixed point), but whose nature might be more complex (see, for instance, $[215,216]$ ); the critical frontiers separating these regions appear as lower dimensionality attractive basins which present at least one unstable direction (in the full parameter-space), and are associated with semi-stable attractors, typically (but not necessarily) fixed points (named critical fixed points, each of which determines the universality class of its attractive basin). A critical frontier might present more than one attractive basin, in turn separated by multicritical frontiers (even lower dimensionality and more unstable regions); critical frontiers are commonly singular on their multicritical regions, the singularities being characterized by crossover critical exponents and amplitudes. Typical phase diagrams and their $R G$ flows are illustrated on Fig. 24. A state function $X$ is a statistical equilibrium quantity defined in the parameterspace $\left\{Y_{r}\right\}$ described above; examples of state functions are the free and internal energies, specific heat, equation of states, susceptibility, surface tension and correlation length. The equation of state contains an important particular case, namely the behaviour of the spontaneous order parameter, i.e., the dependence, on its relevant parameters, of the order parameter at vanishing value of its thermodynamically conjugate parameter (e.g., the thermal behaviour of the magnetization at vanishing external magnetic field for a standard ferromagnet). The state functions are singular ( $X$ non analytic in $\left\{Y_{r}\right\}$ ) on the critical frontier, where they typically (but not necessarily) vanish or diverge. The singularity is commonly characterized by its critical exponents and amplitudes as follows:

$$
\begin{equation*}
X-X_{c} \sim \sum_{r} A_{r}\left(Y_{r}-Y_{r}^{c}\right)^{\alpha_{r}} \quad\left(Y_{r} \rightarrow Y_{r}^{c}, \forall r\right) \tag{255}
\end{equation*}
$$

where $\left\{Y_{r}^{c}\right\}$ is a critical point (e.g., $M \sim A_{M}\left(T_{c}-T\right)^{\beta}$ in the $T \rightarrow T_{c}-0$ limit, and $\chi \sim A_{\chi}^{ \pm}\left|T-T_{c}\right|^{-\gamma}$ and $\xi \sim A_{\xi}^{ \pm}\left|T-T_{c}\right|^{-\nu}$ in the $T \rightarrow T_{c} \pm 0$ limits, for a standard ferromagnet). Within the attractive basin of a critical fixed point, $\left\{\alpha_{r}\right\}$ do not vary with $\left\{Y_{r}^{c}\right\}$ but $\left\{A_{r}\right\}$ (as well as $X_{c}$ ) in general do.

The $R G$ formalism is essentially based on the fractal structure [217, 218] normally exhibited by the system at its critical frontiers. Consequently, what is commonly done
is to establish a recursive relation which transforms the parameter-space $\left\{Y_{r}\right\}$ into itself. The $R G$ flow enables then the determination of the phase diagram (numerically most of the time, but also analytically occasionally), as well as of some critical exponents (typically the corrrelation length, magnetic field and crossover critical exponents noted $\nu, y_{H}$ and $\phi$ respectively) through the linearization of the recursive relation in the neighbourhood of the various semi-stable or fully unstable fixed points. The rest of the critical exponents $\left\{\alpha_{r}\right\}$ can be determined through scaling and hyperscaling relations (e.g., $\alpha+2 \beta+\gamma=2$, $\gamma=\nu(2-\eta), 2-\alpha=d \nu$, etc $)$. However if to the $\left\{Y_{r}\right\} R G$ equations we add recursive relations for one or more state functions ( $X_{1}, X_{2}, \cdots$, , we can directly obtain not only the $\left\{\alpha_{r}\right\}$ but also the $\left\{A_{r}\right\}$ and $\left(X_{1 c}, X_{2 c}, \cdots\right)$. Furthermore, if the recurrence scheme for the $X$-variables is conveniently constructed, we can obtain their dependence on $\left\{Y_{r}\right\}$ for the entire parameter-space, and not only in the neighbourhood of the critical frontiers (where the fractal structure strictly holds). The results can be quite good approximations, which can be systematically improved. This is not so surprising if one takes into account that very frequently the critical phenomenon, whenever it exists, is of such importance that its effects remain heavy even far away from the critical point (e.g., for $T \gg T_{c}$ or $T \ll T_{c}$ for thermal phase transitions): this fact can be verified in a variety of theoretical and experimental situations [219-222]. The first treatment of a state function of a Hamiltonian system, for the entire parameter-space, is due to Niemeijer and van Leeuwen [223]. Since then, several alternative procedures (either more direct, or enabling the calculation of subextensive quantities such as the surface tension, or deviced for non Hamiltonian systems such as the geometrical ones) have been proposed [224-228], [134].

We discuss the phase diagram (and associated critical exponents) and the state function problems in Section 4.1 and 4.2 respectively; finally, we treat in Section 4.3 the phase diagram problem associated with complex systems, namely those presenting interfaces.

### 4.1 Phase diagram and critical exponents

This subsection might, in some sense, be considered as the central part of the present review as it is here where we apply the exact cluster calculations presented in Section 3 to treat, with $R G$ techniques, various pure and random Potts-like models. In 4.1.1 we
exhibit in detail how to construct the $R G$ recurrence in the parameter-space by preserving appropriate correlation functions; in 4.1.2 we summarize similar procedures (the phenomenological, Monte Carlo and mean field $R G^{\prime} s$ ) which have been applied with success to several problems; finally in $4.1 . .3$ we compare the correlation function preserving and the phenomenological $R G^{\prime} s$.

### 4.1.1 Correlation function preserving RG

$\underline{q \text {-state isotropic Potts ferromagnet on the square lattice }}$
Let us consider the $q$-state isotropic Potts ferromagnet on the square lattice described by the dimensionless Hamiltonian (a particular case of eq. (1))

$$
\begin{equation*}
-\beta \mathcal{H}=q K \sum_{\langle i, j\rangle} \delta_{\sigma_{i}, \sigma_{j}}+\text { constant }\left(\sigma_{i}=1,2, \cdots, q, \forall i\right) \tag{256}
\end{equation*}
$$

where $\langle i, j\rangle$ runs over all pairs of first-neighbouring sites of a square lattice and $K>0$. We recall that the corresponding thermal transmissivity associated to each bond is given by

$$
\begin{equation*}
t \equiv \frac{1-e^{-q K}}{1+(q-1) e^{-q K}} \quad t \in[0,1] \tag{257}
\end{equation*}
$$

We choose, for instance, a two-rooted graph $G_{b}$ with roots 1 and 2 (we could similarly choose three - or higher-rooted graphs) whose chemical length (number of bonds of the shortest path between the roots) is $b$, and a smaller two-rooted graph $G^{\prime}$ (also noted $G_{b^{\prime}}$ ) whose chemical length is $b^{\prime}<b$. We then renormalize one into the other by imposing

$$
\begin{equation*}
\underset{3,4, \ldots, N_{s}^{\prime}}{T r_{i}} e^{-\beta \mathcal{H}_{G^{\prime}}\left(K^{\prime}\right)}={ }_{3,4, \ldots, N_{s}}^{T r_{s}} e^{-\beta \mathcal{H}_{G_{b}}(K)} \tag{258}
\end{equation*}
$$

which implies that the equivalent transmissivity $T_{12}\left(t, G_{b}\right)$ of the graph $G_{b}$ equals the equivalent transmissivity $T_{12}\left(t^{\prime}, G_{b^{\prime}}\right)$ of the graph $G^{\prime}$, hence the two-body correlation function $\Gamma_{12}$ (see definition 101) between the roots is preserved [139]. In other words, Eq. (258) implies that

$$
\begin{equation*}
T_{12}\left(t^{\prime}, G_{b^{\prime}}\right)=T_{12}\left(t, G_{b}\right) \tag{259}
\end{equation*}
$$

Any reasonable choice of the graphs $G_{b}$ and $G^{\prime}$ will admit $t=0$ and $t=1$ as trivial (stable) fixed points characterizing the paramagnetic $(P)$ and ferromagnetic $(F)$ phases
respectively; in between, another fixed point, critical (unstable) this time, will exist at $t=t^{\prime}=t_{b b^{\prime}}^{*}$, which will be an approximation of the critical point $t_{c}$ we are looking for. The expectation is that

$$
\begin{equation*}
t_{c}^{e x a c t}=\lim _{\substack{b \rightarrow \infty \\ b^{\prime}<b}} t_{b b^{\prime}}^{*} \tag{260}
\end{equation*}
$$

The calculation of the correlation length critical exponent $\nu$ proceeds as follows. Linearization of Eq. (259) at $t_{b b^{\prime}}^{*}$ yields

$$
\begin{equation*}
\left.\left.\frac{d T_{12}\left(t^{\prime}, G_{b^{\prime}}\right)}{d t^{\prime}}\right|_{t b b^{\prime}}\left(t^{\prime}-t_{b b^{\prime}}^{*}\right) \sim \frac{d T_{12}\left(t, G_{b}\right)}{d t}\right|_{t b b^{\prime}} ^{*}\left(t-t_{b b^{\prime}}^{*}\right) \tag{261}
\end{equation*}
$$

On the other hand, the original and renormalized correlation lengths ( $\xi$ and $\xi^{\prime}$ respectively) are approximately given by

$$
\begin{equation*}
\xi \sim \frac{A^{ \pm}}{\left|t-t_{b b^{\prime}}^{*}\right|^{\nu_{b b^{\prime}}}} \quad\left(t \rightarrow t_{b b^{\prime}}^{*} \pm 0\right) \tag{262.a}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi^{\prime} \sim \frac{A^{ \pm}}{\left|t^{\prime}-t_{b b^{\prime}}^{*}\right|^{\nu} b_{b \prime}} \quad\left(t^{\prime} \rightarrow t_{b b^{\prime}}^{*} \pm 0\right) \tag{262.b}
\end{equation*}
$$

hence

$$
\begin{equation*}
\frac{\xi}{\xi^{\prime}} \sim\left|\frac{t^{\prime}-t_{b b^{\prime}}^{*}}{t-t_{b b^{\prime}}^{*}}\right|^{\nu_{b b^{\prime}}} \sim\left|\frac{d T_{12}\left(t, G_{b}\right) / d t}{d T_{12}\left(t, G_{b^{\prime}}\right) / d t}\right|_{t_{b b^{\prime}}^{*}}^{\nu_{b b^{\prime}}} \tag{263}
\end{equation*}
$$

where we have used Eq. (261). Finally, if we take into account that $\xi / \xi^{\prime}=b / b^{\prime}$ we obtain that

$$
\begin{equation*}
\left|\frac{d T_{12}\left(t, G_{b}\right) / d t}{d T_{12}\left(t, G_{b^{\prime}}\right)}\right|_{t_{b b^{\prime}}^{*}}^{\nu_{b b^{\prime}}}=\frac{b}{b^{\prime}} \tag{264}
\end{equation*}
$$

hence

$$
\begin{equation*}
\nu_{b b^{\prime}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left|\frac{d T_{12}\left(t, G_{b}\right) / d t}{d T_{12}\left(t, G_{b^{\prime}}\right) / d t}\right|_{t_{b b^{\prime}}^{*}}} \tag{265}
\end{equation*}
$$

which is an approximation of the critical exponent we are looking for. The expectation is that

$$
\begin{equation*}
\nu^{\text {exact }}=\lim _{\substack{b \rightarrow \infty \\ b^{\prime}<b}} \nu_{b b^{\prime}} \tag{266}
\end{equation*}
$$

To treat the square lattice we can consider the family of two-rooted graphs presented in Table III. The expectation (over which we will come back later on) is that the square lattice is obtained at the right-lower corner of this table $(b \rightarrow \infty, N \rightarrow \infty)$. In the phenomelogical $R G$ approach (section 4.1.2) the expectation is to achieve that limit through strips ( $b \rightarrow$
$\infty, N$ finite). In the present approach we shall work along the $b=N$ diagonal because its graphs are self-dual and therefore very adapted to the square lattice, self-dual itself. This choice yields, for all $b$ and $b^{\prime}<b$, the exact critical point, i.e., $t_{b b^{\prime}}^{*}=t_{c}=1 /(\sqrt{q}+1)$.

One can easily prove this as follows. Consider eq. (259) evaluated at the fixed point $t=t^{\prime}=t_{b b^{\prime}}^{*}$, namely

$$
\begin{equation*}
T_{12}\left(t_{b b^{\prime}}^{*}, G_{b^{\prime}}\right)=T_{12}\left(t_{b b^{\prime}}^{*}, G_{b}\right) \tag{267}
\end{equation*}
$$

Applying the duality transformation to both sides in the case of self-dual graphs (i.e., $G_{b}^{D}=G_{b}$ and $G_{b^{\prime}}=G_{b^{\prime}}^{D}$ ) and using eq. (131) one obtains that:

$$
\begin{equation*}
T_{12}\left(t_{b b^{\prime}}^{*}, G_{b^{\prime}}\right)=\frac{1-T_{12}\left(t_{b^{\prime}}^{*}, G_{b}\right)}{1+(q-1) T_{12}\left(t_{b b^{\prime}}^{*}, G_{b}\right)} \tag{268}
\end{equation*}
$$

Suposing that there is only one phase transition (and hence $t_{b b^{\prime}}^{*}=t_{b b^{\prime}}^{* D}$ ), eq. (268) evaluated at the critical point $t_{c}$ together with eq. (267) leads to:

$$
\begin{equation*}
T_{12}\left(t_{c}, G_{b^{\prime}}\right)=\frac{1-T_{12}\left(t_{c}, G_{b^{\prime}}\right)}{1+(q-1) T_{12}\left(t_{c}, G_{b^{\prime}}\right)} \tag{269}
\end{equation*}
$$

from which it follows that $T_{12}\left(t_{c}, G_{b^{\prime}}\right)=1 /(\sqrt{q}+1)$, and in particular for $b^{\prime}=1$ corresponding to a single bond one gets that $t_{c}=1 /(\sqrt{q}+1)$ which coincides with the exact critical point of the Potts model on the square lattice.

The equivalent transmissivities between the roots have been calculated through the (computer-implemented) $B C M$, and are given by

$$
\begin{equation*}
T_{12}\left(t, G_{b}\right)=\frac{\sum_{i=b}^{b^{2}+(b-1)^{2}} n_{i}(q) t^{i}}{1+\sum_{i=3}^{b^{2}+(b-1)^{2}} d_{i}(q) t^{i}} \quad(b=1,2, \cdots) \tag{270}
\end{equation*}
$$

where the $\left\{n_{i}(q), d_{i}(q)\right\}$ are given in Table IV.
The correlation length critical exponent is given by

$$
\begin{equation*}
\nu_{b b^{\prime}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left(\lambda_{b} / \lambda_{b^{\prime}}\right)} \tag{271}
\end{equation*}
$$

where $\lambda_{b} \equiv\left[d T_{12}\left(t, G_{b}\right) / d t\right]_{t=1 /(\sqrt{q+1})}$ can be expressed as follows:

$$
\begin{equation*}
\lambda_{b}=\frac{\sum_{i=0}^{\ell_{b}} a_{i} q^{i / 2}}{\sum_{i=0}^{m_{b}} b_{i} q^{i / 2}} \tag{272}
\end{equation*}
$$

where $\ell_{b}\left(m_{b}\right)$ is the maximum value of the integer $i$ which appears in the numerator (denominator) of $\lambda_{b}$ such that $a_{i}$ is non-null; $\left\{a_{i}, b_{i}\right\}$ are given in Table $V$ (see [107]). The various approximations for $\nu(q)$ are presented in Fig. 25 and compared to the exact result [91]. We also present, in Table VI, the numerical results corresponding to $q=1,2,3$ and 4, as well as the $q \rightarrow 0$ and $q \rightarrow \infty$ asymptotic behaviours.

We remark in Fig. 25 that nothing happens in the neighbourhood of $q=4$ which could indicate a tendency of the transition to become a first-order one above $q=4$. This is in great contrast with the exact q-dependence of $\nu$ (see Fig. 25), and can be considered as a very strong suspicion that expectation of Eq. (266) is not verified for all values of $q$. However, our calculations are exact for the two-rooted graphs we have been considering: what is it wrong? What happens is that we have implicitely replaced our Bravais square-lattice (translationally invariant) by a family of hierarchical lattices (scale invariant). For instance, our $\left(b, b^{\prime}\right)=(2,1) R G$ approach is exact [64-66] for the hierarchical lattice indicated in Fig. 26, whose intrinsic fractal dimensionality $d_{f}=$ $\ln N_{b} / \ln b\left(N_{b} \equiv\right.$ aggregation number $\equiv$ number of bonds; see $\left.[128,229]\right)$ is given by $d_{f}=$ $\ln 5 / \ln 2 \simeq 2.32$ (whereas the dimensionality of our Bravais lattice is $d=2$ ). Our result for $\nu(q)$ implies that, for the hierarchical lattice, the transitions are of the second order for all values of $q$. This is a good illustration of the kind of limitation that might appear in real-space techniques. We shall verify (in Section (4.1.2)) the same limitation in the phenomelogical $R G$. As a matter of fact, as far as we know, only very recently appeared [230] a real space $R G$ (the finite size scaling $R G$ ), for the pure Potts ferromagnet, which recovers the first-order transitions for $q$ high enough (see [231] for a $R G$ approach where this fact can be recovered if a model larger than the pure Potts ferromagnet is assumed).

Before closing the discussion of this model (which can be treated along similar lines for cubic and hypercubic lattices [227]) it is worth mentioning (without proof) two interesting properties of hierarchical lattices:
(i) Hyperscaling hopefully holds as follows [229] (at least for the Potts ferromagnet):

$$
\begin{equation*}
2-\alpha=d_{f} \nu \tag{273}
\end{equation*}
$$

where $\alpha$ is the specific heat critical exponent $[66,232]$ and $d_{f} \equiv \ln N_{b} / \ln b, N_{b}$
being the number of bonds $\left(N_{b}=(d-1) b^{d-2}(b-1)^{2}+b^{d}\right.$ for the $d$-dimensional hypercubic-like hierarchical lattices generated by the two-rooted graphs indicated in Fig. 11; notice that $\lim _{b \rightarrow \infty} d_{f}=d$ ). Some arguments which are consistent with Eq. (273) can be found in Refs. [128],[233-236]. Eq. (273) has been numerically verified for the Potts ferromagnet on the $d=b=2$ Wheatstone bridge hierarchical lattice (for $q=2$ see [229], for a general value of $q$ see [237]), on diamond-type (Fig. 12f), in the left, contains the simplest one) hierarchical lattices ( $q=2$ [238], for any $q$ [237]) and on Sierpinski Gasket-type three-rooted hierarchical lattices ( $q=2$ [239]). Furthermore, it has been proved analytically [152] for the three-state antiferromagnetic Potts model on a diamond-type hierarchical lattice family.
(ii) For the Potts ferromagnet on Wheatstone-bridge-like hierarchical lattices we can verify (see note added in Ref. [229]) that

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \nu(q)=\frac{1}{d_{f}} \tag{274}
\end{equation*}
$$

which implies, through Eq. (273), $\lim _{q \rightarrow \infty} \alpha(q)=1$ (thermodynamical upper limit). This property is illustrated in all the examples of the type $\nu_{b 1}$ appearing in Table VI. It is however violated for other types of hierarchical lattices (see, for instance, Table VII): the full comprehension of this point is presently missing.

## $\underline{q \text {-state anisotropic Potts ferromagnet on the square-lattice: }}$

In this case, the dimensioless Hamiltonian is given by

$$
\begin{equation*}
-\beta \mathcal{H}=q \sum_{\langle i, j\rangle} K_{i j} \delta_{\sigma_{i}, \sigma_{j}} \quad\left(\sigma_{i}=1,2, \cdots, q, \forall i\right) \tag{275}
\end{equation*}
$$

where $K_{i j}$ equals $K_{x}\left(K_{y}\right)$ if $\langle i, j\rangle$ are first-neighbour sites along the $x$-axis ( $y$-axis) of a square lattice, and vanishes otherwise; $K_{x}, K_{y} \geq 0$. This problem generalizes that presented in Eq.(256); it also contains, as a particular case, the $d=1$ case.

To treat this problem, it should be convenient to work with a family of graphs satisfying (i) the self-duality of the square lattice (to ensure the exactness of the critical line), and (ii) the one-dimensional topology of the linear chain in the special cases $K_{x}=0$ or $K_{y}=0$ (to ensure the correct $d=1 \leftrightarrow d=2$ crossover). Such family does exist (see Fig. 27): it
has been introduced for the isotropic bond percolation in Ref. [240], then extended to the anisotropic bond percolation in Ref. [241] (where it was first noticed that it conveniently reproduces the $d=1$ limit), and finally generalized [136] to the anisotropic Potts model. It is this last work the one we follow here. We shall work with transmissivities $t_{x}$ and $t_{y}$ (respectively related to $K_{x}$ and $K_{y}$ ). We note $T_{12}\left(t_{x}, t_{y}, G_{b}\right)$ the equivalent transmissivity between the roots 1 and 2 associated with the b-sized graph of the family indicated in Fig. 27. Then the $R G_{b b^{\prime}}$ is constructed through:

$$
\begin{align*}
& T_{12}\left(t_{x}^{\prime}, t_{y}^{\prime}, G_{b^{\prime}}\right)=T_{12}\left(t_{x}, t_{y}, G_{b}\right)  \tag{276.a}\\
& T_{12}\left(t_{y}^{\prime}, t_{x}^{\prime}, G_{b^{\prime}}\right)=T_{12}\left(t_{y}, t_{x}, G_{b}\right) \tag{276.b}
\end{align*}
$$

with $b=3,5,7, \cdots$ and $b^{\prime}=1,3, \cdots, b-2$, and where we have used the $t_{x} \rightleftharpoons t_{y}$ invariance of the lattice. The expression of $T_{12}\left(t_{x}, t_{y}, G_{3}\right)$ can be found in eq. (12) of ref. [136]. The $R G$ flow for all $\left(b, b^{\prime}\right)$ is indicated in Fig. 28, and yields the exact critical line $t_{x}=\left(1-t_{y}\right) /\left[1+(q-1) t_{y}\right]$ for all $q$. The $R G$ flow is consistent with universality, in the sense that the anisotropic Potts ferromagnet on the square-lattice has the same set of critical exponents of the isotropic case, presenting a crossover phenomenon at the $d=1$ $\operatorname{limit}\left(\left(t_{x}, t_{y}\right)=(1,0)\right.$ or $\left.(0,1)\right)$.

The $\nu$ exponent for the anisotropic case is given by

$$
\begin{equation*}
\nu_{b b^{\prime}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left(\lambda_{b} / \lambda_{b^{\prime}}\right)} \tag{277}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.\lambda_{b} \equiv \frac{d T_{12}\left(t, t, G_{b}\right)}{d t}\right|_{t=1 /(\sqrt{q}+1)} \tag{278}
\end{equation*}
$$

where we have implicitely used the fact that $t_{x}=t_{y}$ is an invariant subspace of the present $R G$ (i..e., $t_{x}=t_{y}$ implies $t_{x}^{\prime}=t_{y}^{\prime}$ ). The results are presented in Fig. 4 and Table VII.

In the $d=1$ limit, say $t_{y}=0$, Eqs. (276.a) and (276.b) respectively become $\left(t_{x}^{\prime}\right)^{b^{\prime}}=$ $\left(t_{x}\right)^{b}$ and $0=0$, hence

$$
\begin{equation*}
\nu_{b b^{\prime}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left(\frac{d t_{x}^{\prime}}{d t_{x}}\right)_{t_{x}=1}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left(b / b^{\prime}\right)}=1 \tag{279}
\end{equation*}
$$

which is the exact result.
Before closing the discussion of the present model, let us mention that:
i) The $R G_{b 1}$ results are exact for the corresponding hierarchical lattice (the $R G_{31}$ case is illustrated in Fig. 29 for $t_{y} \neq t_{x}$ ). The intrinsic fractal dimensionality of these lattices is given, for $t_{x}=t_{y}$, by $d_{f}=2, \forall b$.
ii) The present $R G$ framework uses graphs with odd valus for $b$ and $b^{\prime}$, and can therefore describe antiferromagnetic situations (negative $K_{x}$ and/or $K_{y}$ ) considerably well. In particular, for the $q=2$ model, it exactly preserves the square-lattice equivalence between the $K_{x}>0$ and $K_{y}>0$ ferromagnet and the $K_{x}<0$ and $K_{y}<0$ antiferromagnet (for instance, it is perfectly consistent with the $T=0$ fully antiferromagnetic order associated with the $K_{x}<0$ and $K_{y}<0$ model). For arbitrary values of $q$, see refs $[3,4,101]$ for further information.

## $\underline{q-\text { state anisotropic Potts ferromagnet on the simple cubic lattice }}$

The dimensionless Hamiltonian is given by Eq. (275), where $K_{i j}$ equals now $K_{x}, K_{y}$ or $K_{z}$ if $\langle i, j\rangle$ are first-neighbour sites along the $x-, y-$ or $z$-axis of a simple cubic lattice, and vanishes otherwise; $K_{x}, K_{y}, K_{z} \geq 0$. This problem generalizes the anisotropic square-lattice Potts model just discussed. It is therefore convenient to use graphs which themselves generalize those used for the $d=2$ case. This generalization has been achieved in Ref. [104] which we now follow.

We only consider the $R G_{31}$ framework, the corresponding $b=3$ graph being indicated in Fig. 30; its equivalent transmissivity will be noted $T_{12}\left(t_{x}, t_{y}, t_{z}, G_{3}\right)$ (its numerator and denominator are polynomials with thousands of terms, which have been calculated through computer implementation of the BCM$)$. The $R G_{31}$ relations are the following ones:

$$
\begin{align*}
t_{x}^{\prime} & =T_{12}\left(t_{x}, t_{y}, t_{z}, G_{3}\right)  \tag{280.a}\\
t_{y}^{\prime} & =T_{12}\left(t_{y}, t_{z}, t_{x}, G_{3}\right)  \tag{280.b}\\
t_{z}^{\prime} & =T_{12}\left(t_{z}, t_{x}, t_{y}, G_{3}\right) \tag{280.c}
\end{align*}
$$

These equations reproduces Eqs. (276) for $t_{z}=0$ (or equivalently $t_{y}=0$, or $t_{x}=0$ ). Before presenting the results, let us define a convenient variable $s_{\alpha}^{(d)}$ introduced in ref. [93] which extends the $s$-variable defined for plane graphs in eq. (134) to $d$-dimensional
lattices, namely:

$$
\begin{equation*}
s_{\alpha}^{(d)} \equiv s^{(d)}\left(t_{\alpha}\right) \equiv \frac{\ln \left[1+(q-1) h(d) t_{\alpha}\right]}{\ln [1+(q-1) h(d)]} \in[0,1] \quad(\alpha=x, y, z) \tag{281}
\end{equation*}
$$

where the dimensionless number $h(d)$ depends sensibly on $d$ and very slightly on the particular $d$-dimensional lattice; $h(2)=1$ for the square lattice and $h(3)=0.377 \pm 0.044$ for the simple cubic lattice [93].

The results for the critical surface are indicated in Figs. 31 and 32 as well as in Table VIII. The table includes the direct $R G$ results as well as high precision extrapolated ones (the extrapolation method consists essentially in "pushing" the $R G$ value of the point for the isotropic simple cubic lattice Potts model up to the best available value for that particular value of $q$ ); the quality of the extrapolation can be checked on Fig. 33 where, whenever possible, comparison with other high precision methods is done.

The calculation of the eigenvalues of the Jacobian associated with Eqs. (280) (evaluated on the relevant fixed points) provides various critical exponents. The $d=1$ fixed point (e.g., $\left(s_{x}, s_{y}, s_{z}\right)=(1,0,0)$, where we use for convenience the $s$-variable defined in Eq. (134)) yields $\phi_{12}=\phi_{13}=1\left(\phi_{12}\right.$ and $\phi_{13}$ are respectively the $d=1 \leftrightarrow d=2$ and $d=1 \leftrightarrow d=3$ crossover exponents), which are the exact results. The $d=2$ fixed point (e.g, $\left.\left.s_{x}^{(2)}, s_{y}^{(2)}, s_{z}^{(2)}\right)=(1 / 2,1 / 2,0)\right)$ yields, besides the previously presented $d=2$ value for $\nu$, the $d=2 \leftrightarrow d=3$ crossover $\phi_{23}$ (see Fig. 34b). The $d=3$ fixed point $P_{I}\left(s_{x}, s_{y}, s_{z}\right)=\left(s_{c}^{(3)}, s_{c}^{(3)}, s_{c}^{(3)}\right)$, where $s_{c}^{(3)}$ is the critical point, expressed in the variable defined in eq. (134), corresponding to a given value of $q$, yields the $d=3$ critical exponent $\nu_{3}=\ln 3 / \ln \lambda(\lambda \equiv$ eigenvalue along the $(1,1,1)$ axis $)$ : see Fig. 34a.

## Isotropic quenched bond-mixed q-state Potts ferromagnet on the square-lattice

In this case, the dimensionless Hamiltonian is given by eq. (275) where the pair coupling constants $K_{i j}$ has the following probability distribution:

$$
\begin{equation*}
P\left(K_{i j}\right)=(1-p) \delta\left(K_{i j}-K_{1}\right)+p \delta\left(K_{i j}-K_{2}\right) \tag{282}
\end{equation*}
$$

where $K_{1}, K_{2} \geq 0,0 \leq p \leq 1$ and $\langle i, j\rangle$ run over all pairs of firts-neighbour sites on a square-lattice. Eq. (282) can be rewritten in terms of transmissivities as follows:

$$
\begin{equation*}
P(t)=(1-p) \delta\left(t-t_{1}\right)+p \delta\left(t-t_{2}\right) \tag{283}
\end{equation*}
$$

with $0 \leq t_{1}, t_{2} \leq 1$.
Particular cases of the present problem (e.g., $q=2$, diluted model, i.e., $K_{1}=0$ ) have been treated $[242,157,159,160,135,243]$ on their own right. We present here the quite general approach followed in Ref. [107], in which the $b=2$ Wheatstone-bridge (Fig. 11(b)) graph is renormalized into a single edge. The transmissivity $T_{12}\left(\left\{r_{i}\right\}, G\right)$ of this graph $G$ for arbitrary elementary transmissivities $r_{1}, r_{2}, \cdots, r_{5}$ (see Fig. 35) is given $[135,107]$ by eq. (151). This expression deserves a quick comment before going on: if we take $r_{1}=r_{4}=t_{x} t_{y}, r_{2}=r_{3}=\left[t_{x}+t_{y}+(q-2) t_{x} t_{y}\right] /\left[1+(q-1) t_{x} t_{y}\right]$ and $r_{5}=t_{x}$, Eq. (151) reproduces $T_{12}\left(t_{x}, t_{y}, G_{3}\right)$ of Eq. (276a).

Let us continue now. If we associate the 2 delta distributions (283) with each one of the 5 edges of the graph, we obtain the distribution $P_{G}\left(t_{1}, t_{2}\right)$ given by

$$
\begin{equation*}
P_{G}\left(t_{1}, t_{2}\right)=\sum_{r_{1}=t_{1}, t_{2}} \sum_{r_{2}=t_{1}, t_{2}} \cdots \sum_{r_{5}=t_{1}, t_{2}}(1-p)^{m} p^{5-m} \delta\left[t-T_{12}\left(\left\{r_{i}\right\}, G\right)\right] \tag{284}
\end{equation*}
$$

where $m$ equals the number of bonds with transmissivity $t_{1}$ which appears in a particular configuration of $\left\{r_{i}\right\}$ (among the $2^{5}$ possible ones) we are considering. $P_{G}$ has $2^{5}=32$ terms; however, some of them being repeated, it finally comes out to be a 14 delta distribution whose explicit form is:

$$
\begin{equation*}
P_{G}\left(t_{1}, t_{2}\right)=\sum_{\ell=1}^{14} M_{\ell}(1-p)^{m_{\ell}} p^{5-m_{\ell}} \delta\left(t-t_{\ell}\left(t_{1}, t_{2}\right)\right) \tag{285}
\end{equation*}
$$

where the multiplicity factors $\left\{M_{\ell}\right\}$, the exponents $\left\{m_{\ell}\right\}$ and equivalent transmissivities $\left\{t_{\ell}\right\}$ are presented in Table I of ref. [107]. If we were to iterate once more, we would obtain a distribution with a number of deltas comparable to $14^{5}=537824$. Even followed through computer, the problem quickly becomes untractable. We must therefore make and approximation. Two (at least) different schemes can be followed. The first one (introduced by Young and Stinchcombe [244] for random-resistor problems) consists in replacing the successively renormalized distribution by histograms (with a partition of the interval $[1,0]$ for $t$ in, say, 100 smaller intervals) which are followed through the iterations until they arrive to fixed forms, characterizing the para- and ferro-magnetic phases as well as the critical frontier separating them. The preliminary tests [245] of this procedure for the present problem have been succesful; it has been used [246] to discuss the relevance of randomness, on which we will come back later on.

The second approximative scheme (herein followed) consists in artificially holding the renormalized distribution within its original parameter space. This means, in the present case, a 2 delta distribution $P^{\prime}(t)$ given by

$$
\begin{equation*}
P^{\prime}(t)=\left(1-p^{\prime}\right) \delta\left(t-t_{1}^{\prime}\right)+p^{\prime} \delta\left(t-t_{2}^{\prime}\right) \tag{286}
\end{equation*}
$$

where $\left(p^{\prime}, t_{1}^{\prime}, t_{2}^{\prime}\right)$ are functions of ( $p, t_{1}, t_{2}$ ) to be determined. A simple and natural way for determining these functions is to impose that the lower momenta (first, second and third momenta in the present case where we have 3 free parameters) of the distribution are preserved. To be more precise, we impose

$$
\begin{align*}
<g(t)>_{P^{\prime}} & =<g(t)>_{P_{G}}  \tag{287.a}\\
<[g(t)]^{2}>_{P^{\prime}} & =<[g(t)]^{2}>_{P_{G}}  \tag{287.b}\\
<[g(t)]^{3}>_{P^{\prime}} & =<[g(t)]^{3}>_{P_{G}} \tag{287.c}
\end{align*}
$$

where $g(t)$ is a function to be chosen quite arbitrarily (thus yielding to different approximations). If $g(t)$ is conveniently chosen the present scheme can provide high-precision results for the critical surface, while being, on the same foot, computationally much simpler than the first scheme. let us write explicitly Eqs. (287):

$$
\begin{align*}
\left(1-p^{\prime}\right) g_{1}^{\prime}+p^{\prime} g_{2}^{\prime} & =\sum_{r_{1}=t_{1}, t_{2}} \cdots \sum_{r_{5}=t_{1}, t_{2}}(1-p)^{m} p^{5-m} g\left(T_{12}\left(\left\{r_{i}\right\}, G\right)\right) \\
& \equiv F\left(p, g_{1}, g_{2}\right)  \tag{288.a}\\
\left(1-p^{\prime}\right)\left[g_{1}^{\prime}\right]^{2}+p^{\prime}\left[g_{2}^{\prime}\right]^{2} & \\
& =\sum_{r_{1}=t_{1}, t_{2}} \cdots \sum_{r_{5}=t_{1}, t_{2}}(1-p)^{m} p^{5-m}\left[g\left(T_{12}\left(\left\{r_{i}\right\}, G\right)\right)\right]^{2} \\
& \equiv G\left(p, g_{1}, g_{2}\right)  \tag{288.b}\\
\left(1-p^{\prime}\right)\left[g_{1}^{\prime}\right]^{3}+p^{\prime}\left[g_{2}^{\prime}\right]^{3} & \\
& =\sum_{r_{1}=t_{1}, t_{2}} \cdots \sum_{r_{5}=t_{1}, t_{2}}(1-p)^{m} p^{5-m}\left[g\left(T_{12}\left(\left\{r_{i}\right\}, G\right)\right)\right]^{3} \\
& \equiv H\left(p, g_{1}, g_{2}\right) \tag{288.c}
\end{align*}
$$

where $g_{j} \equiv g\left(t_{j}\right) \quad(j=1,2)$.
Note that, for the pure model ( $p=1, \forall t_{1}$, or $p=0, \forall t_{2}$, or $t_{1}=t_{2}, \forall p$ ) eqs. (288) become one and the same equation, namely

$$
\begin{equation*}
t^{\prime}=T_{12}(t, t, t, t, t, G) \tag{289}
\end{equation*}
$$

where the right hand site of eq. (289) is equal to that of eq. (128), thus conveniently reproducing the $R G$ recurrence of the pure model. There is another particular case, namely that of pure percolation $(T=0)$, in which we would like to recover the corresponding one-parameter case. This can be done by choosing for $g(t)$ a monotonous function of $t$ such that $g(0)=0$ and $g(1)=1$. Then, the percolation limit (e.g., $t_{1}=1$ and $t_{2}=1$ ) makes Eqs. (288) to become one and the same equation, namely

$$
\begin{equation*}
p^{\prime}=P_{12}(p, G) \tag{290}
\end{equation*}
$$

(where $P_{12}(p, G)$ is given by eq. (84)), which is the bond percolation $R G$ recurrence ( $q=1$ particular case of Eq. (289)).

The solution of Eqs. (288) is given by

$$
\begin{align*}
p^{\prime} & =\frac{L^{2}}{1+L^{2}}  \tag{291.a}\\
g_{1}^{\prime} & =F \pm L \sqrt{K}  \tag{291.b}\\
g_{2}^{\prime} & =F \mp \frac{1}{L} \sqrt{K} \tag{291.c}
\end{align*}
$$

where

$$
\begin{equation*}
K \equiv G-F^{2}>0 \tag{292}
\end{equation*}
$$

and

$$
\begin{equation*}
L \equiv \frac{\sqrt{\left(H-3 F K-F^{3}\right)^{2}+4 K^{3}}-\left(H-3 K F-F^{3}\right)}{2 K^{3 / 2}} \tag{293}
\end{equation*}
$$

The upper (lower) signs in Eqs. (291.b) and (291.c) are to be used in the region $t_{1}>$ $t_{2}\left(t_{1}<t_{2}\right)$ hence $J_{1}>J_{2}\left(J_{1}<J_{2}\right)$. Eqs. (291) are explicit $R G$ recursive relations, and therefore completely close the operational problem once the function $g(t)$ is chosen. The simplest choice is $g(t)=t$, and already is an extremely satisfactory one (for instance, the estimated error, in the $t$-variables, for the critical line of the diluted model is nowhere larger than $0.5 \%)$. However, even better results can be obtained with $g(t)=s(t)$ given by Eq. (134).

The critical surface evolves very slowly with $q$ if represented in the ( $p, s_{1}, s_{2}$ ) space (as also happened in ref. [100]); see the $q=2$ result in Fig. 36. The present $R G$ yields the following exact results: (i) pure ferromagnet critical point for all $q$ (Eq. (35)); (ii) pure bond percolation critical point $p_{c}=1 / 2$ for any $q$; (iii) equal concentration model
( $p=1 / 2$ ) critical line for all $q$ (Eq. (54)); (iv) $d s / d p$ slope at the $p_{c}=1 / 2$ limit of the dilute model critical line for all $q$ easily derivable from Eqs. (53) and (134)); (v) critical surface for $q=1$ given by eq. (6) of ref. [107] (i.e., a generalized form of the Kasteleyn and Fortuin theorem [16] is recovered). The $d s / d p$ slope at the $p=1$ limit of the dilute model critical line (whose exact result is derivable from eq. (52)) exhibits an error which increases from $0 \%$ to $1.5 \%$ while $q$ varies from $q=1$ to $q=4$. For arbitrary points of the (still unknown) critical surface, this $R G$ yields results whose precision certainly is very high (see Fig. 37 and, for numerical values, Ref. [107]).

The $R G$ flow presents, for all $q$, two equivalent fully unstable fixed points at $p=1 / 2$ $\left(\left(s_{1}, s_{2}\right)=(1,0)\right.$ and $\left.(0,1)\right)$ characterizing the percolation universality class. The rest of the critical surface belongs to the pure ferromagnet universality class if $q \leq q^{*}$, where $q^{*}$ is a value which depends on the particular graph under consideration (see Fig. 36 for the $R G$ flow corresponding to $\left.q=2<q^{*}\right)$. For $q>q^{*}$, a new universality class, namely the random one, appears through a pitchfork bifurcation of the $p=s_{1}=s_{2}=1 / 2$ fixed point which becomes fully unstable while generating two semi-stable fixed points. The two new fixed points are equivalent, remain on the equal concentration critical line ( $p=1 / 2$ ), and symmetrically become further and further apart while $q$ increases above $q^{*}$; they are located at $\left(p, s_{1}, s_{2}\right)=\left(\frac{1}{2}, s_{r}, 1-s_{r}\right)$ and $\left(\frac{1}{2}, 1-s_{r}, s_{r}\right)$ (see Fig. 38).

The calculation of the Jacobian $\partial\left(p^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}\right) / \partial\left(p, s_{1}, s_{2}\right)$ at the relevant fixed points enables, through its eigenvalues $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$, the knowledge of various critical exponents. At the pure percolation fixed point one has that $\lambda_{1}=\lambda_{2}=\lambda_{3} \equiv \lambda_{p}>1$ for all values of $q$. Consequently, the percolation crossover exponent $\phi_{p}=1$ (exact result), and the correlation length critical exponent $\nu_{p}=\ln b / \ln \lambda_{p}$ reproduces the $q=1$ values of Table VI. At the $p=s_{1}=s_{2}=1 / 2$ pure Potts ferromagnet fixed point, $\lambda_{1} \cong 0.5$ for $q \in[1,10]$; $\lambda_{2} \equiv \lambda_{t}>1$ for all $q$, consequently $\nu_{t}=\ln b / \ln \lambda_{t}$ (see Fig. 39); $\lambda_{3} \stackrel{\gtreqless}{<} 1$ if $q \stackrel{\gtreqless}{<} q^{*}$, consequently we can calculate the pure ferromagnet crossover exponent $\phi_{t}=\ln \lambda_{3} / \ln \lambda_{t}$ for $q \geq q^{*}$ (see Fig. 40). Finally, at the random fixed point, $\lambda_{1}<1$ for all $q>q^{*}, \lambda_{2}=1$ for $q=q^{*}$ and decreases for $q>q^{*}$, and $\lambda_{3} \equiv \lambda_{r}>1$ for all $q>q *$, which enables the calculation of $\nu_{r}=\ln b / \ln \lambda_{r}$ (see Fig. 39).

Let us now turn our attention into an interesting related problem, namely the Harris
criterion [247], which essentially states that, for a random ferromagnet on a Bravais lattice, randomness is relevant (irrelevant) in the sense that it determines (does not determine) a new universality class - different from the pure model one - if the pure ferromagnet specific heat critical exponent $\alpha_{t}$ is positive (negative). Does this criterion hold for hierarchical lattices? The answer is [248] that not necessarily. More explicitely, $\alpha_{t}>0$ implies relevance of the randomness, but relevance of the randomness does not imply $\alpha_{t}>0$. In what follows we illustrate this point through the quenched bond-random Potts ferromagnet we are interested in. We know [229] that, for an hierarchical lattice, $2-\alpha_{t}(q)=d_{f} \nu_{t}(q)$. We denote by $q_{c}$ the value of $q$ which satisfies $\alpha_{t}\left(q_{c}\right)=0$, hence

$$
\begin{equation*}
\nu_{t}\left(q_{c}\right)=2 / d_{f} \tag{294}
\end{equation*}
$$

For the generalized Wheatstone-bridge graphs we are dealing with we obtain $q_{c} \simeq 5.911$, 5.218 and 4.829 for $b=2,3$ and 4 respectively. On the other hand, we recall that $q^{*}$ is, by definition, the threshold above which randomness is relevant. The value $q^{*}$ satisfies

$$
\begin{equation*}
\sum_{i=1}^{N_{b}}\left[\frac{\partial T_{12}\left(t_{1}, \cdots, t_{N_{b}}, G_{b}\right)}{\partial t_{i}}\right]_{t_{1}=\cdots=t_{N_{b}}=t_{c}}=1 \tag{295}
\end{equation*}
$$

where $T_{12}\left(t_{1}, \cdots, t_{N_{b}}, G_{b}\right)$ is the equivalent transmissivity of the graph $G_{b}$ (with $N_{b}$ bonds) we are working with, and $t_{c}$ is the fixed point, i.e. $t_{c}=T_{12}\left(t_{c}, \cdots, t_{c}, G_{b}\right)$. Eq. (295) follows immediately from condition (7) of Ref. [248]. We obtain $q^{*}=5.3$ and 4.9 for $b=2$ and 3 respectively (see Fig. 41). We see that 3 regions can be distinguished, namely $q<q^{*}$ ( $\alpha_{t}<0$ and randomness is irrelevant), $q^{*}<q<q_{c}$ ( $\alpha_{t}<0$ and randomness is relevant) and $q>q_{c}\left(\alpha_{t}>0\right.$ and randomness is relevant). Finally it is worth noting that our binaryapproximated $R G$ yields the exact $q^{*}$ as given by Eq. (295) (this is a consequence from the obvious fact that for infinitely small randomness, the error involved in our approximation is infinitely small as well).

## Isotropic Directed bond percolation on the square lattice

We consider a square lattice of double opposite-directed bonds, and note $p(q)$ the independent occupancy probability of the "up"-and "right"-directed ("down"-and "left"directed) bonds: see Fig. 42. To study its criticality we shall renormalize the graph of

Fig. 17(a) into a single double opposite-directed bond [28]. The RG recursive relations are [28]:

$$
\begin{equation*}
p^{\prime}=P_{12}(p, q, G) \equiv f(p, q) \tag{296.a}
\end{equation*}
$$

and

$$
\begin{equation*}
q^{\prime}=f(q, p) \tag{296.b}
\end{equation*}
$$

where $P_{12}(p, q, G)$ is given by eq. (195).
The flow diagram is represented in Fig. 43. Four phases are observed, namely the doubleway percolating $\left(P_{+-}\right)$, two single-way percolating $\left(P_{+}\right.$and $\left.P_{-}\right)$and the non-percolating (NP) ones. At $p=q=1 / 2$ we have a a multicritical point whose universality class is that of the isotropic bond percolation (with $\nu=\ln 2 / \ln (13 / 8) \simeq 1.43$ ); to be more precise, this is correct for all directions except along the $p+q=1$ direction, for which $\nu=\ln 2 / \ln (3 / 2) \simeq 1.71$ (see [28] for further discussion). The rest of the critical lines belong to the universality class of the directed bond percolation (with $\nu \simeq 1.54$ ); four critical (semi-stable) fixed points are present, namely at $(p, q)=\left(p_{c}, 0\right),\left(0, p_{c}\right),\left(1,1-p_{c}\right)$ and $\left(1-p_{c}, 1\right)$ with $p_{c} \simeq 0.555$.

## $\underline{T}=0$ spin-glass on the square lattice:

We consider a quenched bond-random spin $1 / 2$ Ising model on a square lattice, the probability law for the coupling constant being given by

$$
\begin{equation*}
P\left(J_{i j}\right)=p \delta\left(J_{i j}-J\right)+q \delta\left(J_{i j}+J\right)+r \delta\left(J_{i j}\right) \tag{297}
\end{equation*}
$$

with $J>0,0 \leq p, q, r \leq 1$ and $p+q+r=1$. We want to study, through RG, its (still unknown, to the best of our knowledge) phase diagram at vanishing temperature.

It is intuitive that this parameter space (characterized by $(p, q, r)$ ) is not invariant under renormalization: for instance, the point $p=q=1 / 2$ (hence $r=0$ ) clearly will introduce frustration. This frustration is essentially different from dilution, and therefore it cannot be taken into account just by allowing for $r=1-p-q \neq 0$ : the renormalization of most points of the $p+q+r=1$ space will produce $p+q+r<1$. We shall then work in a larger space, by phenomenologically introducing a frustration variable $\phi$, allowed to take the values $\phi=1$ (fully frustrated bond) and $\phi=0$ (non frustrated bond). The
probability law (297) will consistently be enlarged into the following one:

$$
\begin{align*}
P\left(J_{i j}, \phi_{i j}\right) & =p \delta\left(J_{i j}-J\right) \delta\left(\phi_{i j}\right)+q \delta\left(J_{i j}+J\right) \delta\left(\phi_{i j}\right) \\
& +r \delta\left(J_{i j}\right) \delta\left(\phi_{i j}\right)+s \delta\left(J_{i j}\right) \delta\left(\phi_{i j}-1\right) \tag{298}
\end{align*}
$$

with $0 \leq p, q, r, s \leq 1$ and $p+q+r+s=1$. Our final aim is the $s=0$ model: it just happens that it is not a RG invariant subspace.

We shall adopt the composition laws described in subsection 3.3.3, and choose the graph of Fig. 19 to be renormalized into a single bond (characterized by ( $\left.p^{\prime}, q^{\prime}, r^{\prime}, s^{\prime}\right)$ ). This choice, besides its convenient respect of self-duality, exactly preserves the well known isomorphism between pure ferromagnetic and pure antiferromagnetic spin $1 / 2$ Ising model on the square lattice (this isomorphism is violated by the $b=2$ Wheatstone bridge graph, as can be immediately seen from a ground state analysis; e.g., see the all-ferromagnetic and the all-antiferromagnetic configurations of Table II). The RG recursive relations are those of Eqs. (209). We present the results [195] on Fig. 44 ( $r=0$ invariant subspace), Fig. 45 (full ( $p, q, r$ ) space) and Fig. $46(s=0$ cut of Fig. 45 , i.e., the $p+q+r=1$ plane, non-invariant subspace). The RG presents four trivial (fully stable) fixed points, namely at $p=1, q=1, r=1$ and $s=1$, (the remaining components being zero in all the 4 points) respectively characterizing the ferromagnetic (F), antiferromagnetic (AF), paramagnetic $(\mathrm{P})$ and spin-glass $(\mathrm{SG})$ phases. In addition to the pure percolation and pure Ising model universality classes, we observe a new one associated with the critical (semi-stable) fixed point on the F-SG frontier (or equivalently on the AF-SG frontier). Finally, we obtain $p_{c} \simeq 0.93$ (defined on Figs. 44-46), which compare well with the results yielded by other methods [249, 250].

The present approach could possibly be improved or generalized (to finite temperature, for instance) by allowing $\phi$ to take values between 0 and 1 as well. For example, the rules (208) could be replaced, in the $E^{F}=F^{A F}$ case, by less rigid ones, in the sense that $\phi$ could be a continuous function of $g^{F}$ and $g^{A F}$ such that $\phi=1$ if $g^{F}=g^{A F}$ and $\phi \simeq 0$ if $g^{F} \gg g^{A}$ or $g^{F} \ll g^{A F}$ (e.g., $\phi=1-\left|g^{F}-g^{A F}\right| /\left(g^{F}+g^{A F}\right)$, or similar ones). Such attempts, if successful, could enlighten the present view of d-dimensional spin-glass systems.

## Isotropic Z(4) ferromagnet on the square lattice

Let us consider the $Z(4)$ model with first neighbour interactions on a square lattice. The pair Hamiltonian is given by eq. (67) where $J_{1} \geq 0$ and $J_{1}+2 J_{2} \geq 0$ (ferromagnetic case). We shall work with the convenient variables $t_{1}$ and $t_{2}\left(t_{\alpha} \in[0,1] ; \alpha=1,2\right)$ defined in eqs. (224).

This problem has some interesting particular cases, namely, the 4 -state Potts ferromagnet $\left(t_{1}=t_{2}\right)$ and three equivalent versions of the spin $1 / 2$ Ising ferromagnet ( $t_{2}=t_{1}^{2} ; t_{1}=0$ and $t_{2}=1$ ). We shall treat it within a RG where the $b=2$ Wheatstonebridge graph is renormalized into a single bond [121]. The RG recursive relations are quickly obtained from Eqs. (237) by considering that all five transmissivities are one and the same. Hence

$$
\begin{equation*}
t_{1}^{\prime}=\frac{2\left(1+t_{2}^{2}\right) t_{1}^{2}+2\left(1+t_{2}\right)^{2} t_{1}^{3}+4 t_{1}^{2} t_{2}^{2}}{1+t_{2}^{4}+2 t_{1}^{4}+4\left(1+t_{2}^{2}\right) t_{1}^{3}+2 t_{2}\left(t_{2}^{2}+t_{1}^{4}\right)} \tag{299.a}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{\prime}=\frac{2\left(t_{2}^{2}+t_{1}^{4}\right)+8 t_{1}^{3} t_{2}+2 t_{2}\left(t_{2}^{2}+t_{1}^{4}\right)}{1+t_{2}^{4}+2 t_{1}^{4}+4\left(1+t_{2}^{2}\right) t_{1}^{3}+2 t_{2}\left(t_{2}^{2}+t_{1}^{4}\right)} \tag{299.b}
\end{equation*}
$$

The corresponding phase diagram is presented in Fig. 10 (in both $t_{2}$ vs. $t_{1}$ and $k_{B} T / J_{1}$ vs. $\left(J_{1}+2 J_{2}\right) / J_{1}$ representations). Three phases are observed, namely the paramagnetic ( $P ; Z(4)$ symmetry), the intermediate (I; $Z(2)$ symmetry) and the ferromagnetic (F; fully broken symmetry) ones. The Potts ( $\tilde{P}$ ) as well as the three equivalent Ising critical points $I_{\alpha}(\alpha=1,2,3)$ are exactly located; the same happens with the $P-F$ critical line (which coincides with eq. (68)). The $P-I$ critical line (and its dual, the $F-I$ critical line) is yet unknown: the present RG approximation could well be an excellent approximation. The main asymptotic behaviours in the neighborhood of the respective $T_{2}, I_{3}$ and $\tilde{p}$ points are the following ones:

$$
\begin{align*}
& t_{2} \sim(\sqrt{2}-1)-c t_{1}^{3} \quad[(c=2(3 \sqrt{2}-2) / 7 \simeq 0.64]  \tag{300}\\
& t_{2} \sim 1-d\left[(\sqrt{2}-1)-t_{1}\right]-e\left[(\sqrt{2}-1)-t_{1}\right]^{3}  \tag{301}\\
& {\left[d=2 /(\sqrt{2}-1) \simeq 4.83 ; \quad e=c / \sqrt{2}(\sqrt{2}-1)^{4} \simeq 15.4\right] }
\end{align*}
$$

and

$$
\begin{align*}
t_{2} \sim 1 & -2 t_{1} \pm f\left(1 / 3-t_{1}\right)^{\phi}  \tag{302}\\
{[f} & \simeq 982 ; \phi=\ln (27 / 13) / \ln (17 / 13) \simeq 2.7245]
\end{align*}
$$

With respect to the $t_{1}^{3}$ correction in Eq. (300), Zittartz [251] argues it should be, for the square lattice, a $t_{1}^{4}$ one. With respect to the thermal critical exponent $\nu$, the results are as follows: (i) at all three Ising points $\nu=\ln 2 / \ln (2 \sqrt{2}-1) \simeq 1.149[\nu$ (exact) $=1$; (ii) at the Potts point, $\nu=\ln 2 / \ln (27 / 13) \simeq 0.948[\nu$ (exact) $=2 / 3]$; (iii) the $I-F$ and $I-P$ lines belong to the Ising universality class as expected; (iv) the $P-F$ line belongs to the Ising universality class in disagreement with the known result [122] given by eq. (69) (this error could possibly disappear in the increasingly large-cluster limit). It is clear, however, that all the present results are exact for the associated hierarchical lattice.

For the present or other $Z(q)$ systems, various similar RG approaches are available in the literature [252-255], [125, 199]

## Isotropic discrete cubic ferromagnet on the square lattice

We consider the N -component cubic model with first neighbor interactions on a square lattice. Its dimensionless pair Hamiltonian is given by eq. (244) where $K>0$ and $L \geq-K$ (ferromagnetic case). This model contains some interesting particular cases, namely the 2 N -state Potts ferromagnet $\left(t_{1}=t_{2}\right)$, the N -state Potts ferromagnet $\left(t_{1}=0\right)$, the spin $1 / 2$ Ising ferromagnet ( $N=1 \forall t_{1}, t_{2} ; t_{2}=1 \forall N$ ), the $Z(4)$ ferromagnet ( $N=2 \forall t_{1}, t_{2}$ ) and the self-avoiding walk ( $L=0$ and $N \rightarrow 0$ ).

We shall treat this problem in a RG framework where the $b=2$ Wheatstone bridge graph is renormalized into a single edge [46]. Associating the vector transmissivity $\vec{t} \equiv$ $\left(t_{1}, t_{2}\right)$ defined in eqs. (248) to each edge of this graph $G$ one obtains the following recursive relations:

$$
\begin{equation*}
t_{1}^{\prime}=\frac{N_{1}(1,2 ; G)}{D(G)} \tag{303.a}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}^{\prime}=\frac{N_{2}(1,2 ; G)}{D(G)} \tag{303.b}
\end{equation*}
$$

where $N_{\alpha}(1,2 ; G)(\alpha=1,2)$ and $D(G)$ are defined in eqs. (254). These equations, when expressed in the variable $K$ and $L$, coincide with the expression (14)-(18) of ref. [46]. The corresponding phase diagrams for typical values of $N$ are shown in Figs. 47 represented in both $t_{2}$ vs. $t_{1}$ and $k_{B} T / J_{1}$ vs. $\left(J_{1}+J_{2}\right) / J_{1}$ variables. Similarly to the $Z(4)$ model (which corresponds to $N=2$ in our model), there are three phases for any given value of
$N$, namely the paramagnetic ( $P$, characterized by the fully stable fixed point $t_{1}=t_{2}=0$ ), the ferromagnetic ( F ; characterized by the attractor $t_{1}=t_{2}=1$ ) and the intermediate (I; whose attractor is $\left.\left(t_{1}, t_{2}\right)=(0,1)\right)$ ones. The appearence of the non physical $P-I$ critical frontier for $N=1$ (Ising model) should be considered as spurious; as expected the physically meaninful critical temperature for $N=1$ does not depend on $J_{2} / J_{1}$ (see the "horizontal" line in Fig. 47b). For any fixed value of $N$, the Ising, the N-state and the 2 N -state critical points are exactly located. Besides these ones, there is a fourth critical point corresponding to the cubic one $\left(\left(t_{1}, t_{2}\right)=\left(t_{1}^{c}, t_{2}^{c}\right)\right.$ whose transmissivities can be seen in Fig. 3a of ref. [46]) which governs the transition $P-F$ for $N<N^{*} \simeq 6.9$ and becomes completely unstable for $N>N^{*}$. At $N=N^{*}$ a special multicritical point emerges as the 2 N -state Potts and the cubic fixed points collapse; at this value of $N$ these two fixed points interchange stability (a quite common phenomenon in fact).

Concerning the critical exponents, the thermal one $\nu_{T}(N)$ and the crossover exponent $\phi(N)$ are shown in figs. $48(\mathrm{a})$ and 48 (b) for the 2 N -state Potts and cubic ferromagnets respectively. In particular, $\nu_{T}(N)$ of Fig. 48(a) reproduces the values $\nu_{21}$ of Table VI for the Wheatstone-bridge hierarchical lattice Potts model with $q=2 N$ states.

Although neither the critical frontier nor the critical exponents of the cubic model are known analitically, there have been many approximate calculations (see for example [46], [256] and references therein) indicating that the cubic phase transition ( $P-F$ ) becomes a first order one above a certain value $N_{c}$ of $N$ (for example, Nienhuis et al [44] found $N_{c}=2$ using variational renormalization group techniques). As the present RG led to only continuous transitions, we expect that the present results are good approximations, for $N \leq 2$, for the square lattice and are, surely, exact for the Wheatstone-bridge hierarchical lattice.

Similar RG techniques have been used $[257,48,258,50]$ for the discrete cubic model in more general situations.

### 4.1.2 Other real space RG approaches

Several other real space RG approaches are available in the literature, e.g, the Monte Carlo RG (MCRG), the Mean Field RG (MFRG), the Effective Field RG (EFRG), the

Finite Size Scaling RG (FSSRG) and the phenomenological RG.
The MCRG combines Monte Carlo computer simulations with RG techniques. Since the first suggestion of Ma [259] in 1976 for combining these two methods, different approaches to the MCRG have been developed and applied with success to a variety of systems. For discussion and illustration of these approaches the reader is referred to the excellent review by Swendsen [260], as well as the subsequent references [261-264]. The MFRG combines the standard Mean Field Approximation with RG techniques. The results obtained up to now are frequently not very accurate and it does not fully satisfactorily describe crossovers from one universality class to another. But on the other hand, the procedure is operationally simple, and can therefore be useful for a first analysis of complex systems. For a critical discussion of this method and list of references before 1987, the reader is referred to [265], see also [266-276] for more recent applications. The EFRG [277-280] consists on a further improvement along the same line. Finally, the use of now standard ideas on finite size scaling has enabled recently the formulation of an interesting real space RG, the FSSRG, which presents various advantages (see [281] for details) and that has been tested on a variety of models [282-284], [230].

We address now with some detail the phenomenological RG ([285] and references therein). It enables high accuracy calculations of critical points, exponents (also equations of states) of a variety of $d=2$ physical systems. It can be also used for $d>2$, but, similarly to any other real space RG, the precision decreases when $d$ increases.

The system to be considered is a long strip in $d=2$ (a long bar in $d=3$ ) whose length equals that of $L$ unitary cells and whose width equals that of $N$ unitary cells. (typical values are $L \simeq 100-10000$ and $N$ up to $10-20$ ). Several boundary conditions can be used, the periodic ones being the most usual. The partition function $Z=\sum_{\text {configurations }} e^{-\beta \mathcal{H}}$ of such system can be written ([30] and references therein) as follows

$$
\begin{equation*}
Z=\sum_{c o n f .} \prod_{i=1}^{L-1}\left\langle\phi_{i}\right| T\left|\phi_{i+1}\right\rangle \tag{304}
\end{equation*}
$$

where $i$ refers to the $i-t h$ column ( $i-t h$ plane in $d=3$ ), $\left|\phi_{i}\right\rangle$ denotes its configuration, and $T$ is the transfer-matrix given by $T=e^{-\beta \mathcal{H}_{i}}$ where $\mathcal{H}_{i}$ is the Hamiltonian which contains all the bonds of the $i-t h$ column as well as those which connect the $i-t h$ and
$(i+1)-t h$ columns. Using the property

$$
\begin{equation*}
\sum_{\operatorname{config.i}}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|=\mathbb{1} \tag{305}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
Z=\left\langle\phi_{1}\right| T^{L-1}\left|\phi_{L}\right\rangle \tag{306}
\end{equation*}
$$

In what follows let us assume periodic boundary conditions, hence

$$
\begin{equation*}
Z=\operatorname{Tr} T^{L} \tag{307}
\end{equation*}
$$

For the Potts model $T$ is a $q^{N} \times q^{N}$ matrix whose structure can be considerably simplified by using various symmetry properties. We note $\lambda_{1}$ and $\lambda_{2}$ the largest and the second largest eigenvalue of $T$. Then, in the $L \rightarrow \infty$ limit, it can be shown that

$$
\begin{equation*}
Z=\lambda_{1}^{L} \tag{308}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{N}=\frac{1}{\ln \left(\lambda_{1} / \lambda_{2}\right)} \tag{309}
\end{equation*}
$$

$\xi_{N}$ being the correlation length characterizing the spin-spin correlation function at long distances within the strip with width $N$. Within the finite size scaling picture [286] it is assumed, for sufficiently large $N$, that at $T_{c}$

$$
\begin{equation*}
\xi_{N} \propto N \tag{310}
\end{equation*}
$$

hence, by using two different widths,

$$
\begin{equation*}
\frac{\xi_{N}\left(T_{c}\right)}{\xi_{N^{\prime}}\left(T_{c}\right)}=\frac{N}{N^{\prime}} \tag{311}
\end{equation*}
$$

This equation determines an approximate value for $T_{c}$. The corresponding approximation for $\nu$ is given by

$$
\begin{equation*}
\nu^{-1}=\frac{\ln \left[\left(d \xi_{N} / d T\right)_{T_{c}} /\left(d \xi_{N^{\prime}} / d t\right)_{T_{c}}\right]}{\ln \left(N / N^{\prime}\right)}-1 \tag{312}
\end{equation*}
$$

Many alternative phenomenological procedures have been deviced (see [287-294] and references therein) but they all follow along the lines of what has been exposed herein. Also, in general, $N \gg 1$ extrapolations enable refined accuracy. We present in Fig. 49 the
result obtained $[295,296]$ for the square lattice Potts ferromagnet. We notice that the results for the $q$-evolution of $\nu$ are very precise for $q<4$; however, nothing is detected which could reveal that the phase transition becomes of the first-order for $q>4$. This is to be attributed to the loss of validity, for such transitions, of Eq. (310).

### 4.1.3 Connection between the correlation function preserving RG and the phenomenological one

As stressed in the previous sections, the correlation function preserving RG is exact for hierarchical lattices, while it is expected to be a more or less performant approximation for systems on Bravais lattices. Here we reproduce recent arguments [46] which clarify the nature of this approximation by making explicit the connection between the correlation function preserving $R G$ and the phenomenological one.

To avoid unnecessary complications, let us focus on the particular case of the $d=2$ Ising model. We can omit vector notations and represent simply by $S_{i}= \pm 1$ the spin at site $i$.

Successive clusters of the Wheatstone-bridge family are reported in Figs. 11(a)-(d) (the corresponding $b=1,2$ and 5 clusters on the square lattice are shown in Fig. 50). On each of these clusters (with $b(b-1)$ internal spins), the summation procedure leading to the renormalized coupling constant $K^{\prime}$ can be interpreted as the calculation of an interface free energy for blocks of the type indicated in Fig. 50. The spins on the upper and bottom horizontal sides of the block are left out of the summation. Indeed, if we indicate by $\{S\}$ the configurations of the internal spins of the cluster (i.e., other than $S_{1}$ and $S_{2}$ ) we have:

$$
\begin{equation*}
e^{K^{\prime} S_{1} S_{2}+g}=\operatorname{Tr}_{\{S\}} e^{-\beta \mathcal{H}\left(\{S\} ; S_{1}, S_{2}\right)} \equiv Z_{S_{1} S_{2}}(K) \tag{313}
\end{equation*}
$$

where $g$ is an appropriate spin-independent term. From Eq. (313) we obtain that

$$
\begin{equation*}
K^{\prime} \equiv K^{\prime}(K, b)=\frac{1}{2}\left[\ln Z_{++}-\ln Z_{+-}\right] \tag{314}
\end{equation*}
$$

This means that $K^{\prime}$ is nothing but the dimensionless excess free energy produced by fixing the horizontal sides to $(+)$ and $(-)$, compared to the case in which both sides are fixed, say, to (+). By definition of the (dimensionless) surface tension $\sigma$, we thus have

$$
\begin{equation*}
K^{\prime}(K, b)=(b-1) \sigma(K, b) \tag{315}
\end{equation*}
$$

where $\sigma(K, b)$ is expected to become independent of $b$ in the $b \rightarrow \infty$ (thermodynamic limit).

From finite size scaling [286, 297] we expect, for $K \sim K_{c}$ and $b \rightarrow \infty$,

$$
\begin{equation*}
\sigma(K, b) \sim b^{-1} \sigma_{0}\left(b / \xi_{\infty}(K)\right) \sim 1 / \xi(K, b) \tag{316}
\end{equation*}
$$

where $\xi_{\infty}(K)$ is the correlation length of the infinite system, $\sigma_{0}$ is a scaling function with $\sigma_{0}(0) \neq 0$, and $\xi(K, b)$ is the correlation length in the finite block.

If we now define, as often done [68], [135-138], [141-147], [159-167], a renormalized coupling constant $K_{\text {ren }}$ corresponding to a linear rescaling factor $b / b^{\prime}\left(b^{\prime}<b\right)$, through the following cell recurrence relation

$$
\begin{equation*}
K^{\prime}\left(K_{r e n}, b^{\prime}\right)=K^{\prime}(K, b) \tag{317}
\end{equation*}
$$

it follows, from Eqs. (315) and (316) and for large $b$ and $b^{\prime}$, that

$$
\begin{equation*}
\xi\left(K_{\text {ren }}, b^{\prime}\right)=\frac{b^{\prime}}{b} \xi(K, b) \tag{318}
\end{equation*}
$$

This is nothing but the definition of renormalized coupling constant in a phenomenological approach [285]. It is clear that various choices can be done for cells to be used. In particular, the standard choice in the phenomenological approach is finite $\times$ infinite strips, whereas here we are using finite $\times$ finite self-dual clusters. In view of the nice convergence of results generally obtained with phenomenological renormalization methods, the preceding arguments justify the usual strategy of improvement of the results herein obtained (as well as in similar treatments) as that of considering cell to cell transformations $K \rightarrow K_{\text {ren }}$, like in Eq. (317), with both $b$ and $b^{\prime}$ becoming increasingly large (as is usually done in the phenomenological RG).

The above derivation can of course be generalized to the case of dimensionality $d \neq 2$, and to models different from the Ising one.

Summarizing, we see that the procedure we have used here should not be interpreted as another type of decimation RG approximation. Indeed, although we impose the correlation function to be preserved, we do so between the roots of the graphs, which corresponds to imposing the surface free energy to be preserved in the Bravais blocks, whereas
in the decimation procedures what is imposed is the preservation of the correlation function between two sites of the Bravais lattice. This makes a substancial difference since the decimation procedures, unless conveniently handled, bring along intrinsic difficulties related to the spin rescaling [223]. This difficulties do not exist in the present approach.

The present analysis makes clear that the well known limitations of the Migdal-Kadanoff-like approaches are not due to the fact that correlation functions are preserved, but rather to the fact that diamond (or tress) choices for the graphs lead, even for large clusters, to topologies which are not at all those of the Bravais lattices which are supposed to be approached.

### 4.2 Equation of states and other thermodynamical quantities

We address here the RG calculation of quantities which are defined on the space of the external parameters of the problem. Niemeijer an van Leeuwen [223] have shown how quantities like specific heat, order parameter and susceptibity can be calculated with success in Bravais lattices. However, within their procedure, poliferation of coupling constants is normally observed, which in turn implies in a certain degree of arbitrariness on the choice of those to be taken into account. We shall discuss here RG procedures which frequently avoid this difficulty, but which on the other hand describe hierarchical lattices rather than the Bravais lattices we might be interested in. In practice, we shall see that this restriction is often unimportant, as both types of lattices behave very similarly in many respects. Also, the lower-order approximations of the RG procedures which we intend to describe here are, operationally speaking, as simple as Mean Field calculations, though yielding results which are, both qualitatively and quantitatively, largely superior.

To illustrate this type of approach we shall calculate, for the Potts ferromagnet at all temperatures, the free and internal energies, specific heat, spontaneous magnetization, longitudinal surface tension and correlation length. In all cases, to the RG recursive relations in the parameter space (obtained, for instance, through the correlation function preserving procedures), we add recursive equation (s) corresponding to the quantity (ies) we want to calculate.

### 4.2.1 Free energy, internal energy and specific heat

We follows along the lines of Res. [298, 229], where more details can be found than given here. The dimensionless free energy per site of the d-dimensional Bravais lattice scales, within the RG, as follows:

$$
\begin{equation*}
f(K)=b^{-d} f\left(K^{\prime}\right)+g(K) \tag{319}
\end{equation*}
$$

where $K$ and $K^{\prime}$ are, respectively, the original and renormalized dimensionless coupling constant of the model, and $g(K)$ is the standard background term (see [223, 227, 298] and references therein). On the other, at the graph level, the preservation of the correlation function imposes (see Eq. (258))

$$
\begin{equation*}
e^{\mathcal{H}_{12}\left(K^{\prime}\right)+K_{0}^{\prime}}=\operatorname{Tr}_{3, \cdots, N_{s}} e^{\mathcal{H}_{12} \cdots N_{s}}(K) \tag{320}
\end{equation*}
$$

where by the $\mathcal{H}_{12}$ and $\mathcal{H}_{12 \ldots N_{S}}$ we respectively denote here the dimensionless Hamiltonians of a single bond and that of the two-rooted graph that has been chosen to approximate the Bravais lattice. $K^{\prime}$ is the additive term that has to be included in order to allow for the zero-energy renormalization. This equation completely determines $K^{\prime}=K^{\prime}(K)$ and $K_{0}^{\prime}=K_{0}^{\prime}(K)$. We introduce now a proportionality factor $D(K)$ (to be determined) through the relation

$$
\begin{equation*}
g(K)=D(K) K_{0}^{\prime}(K) \tag{321}
\end{equation*}
$$

If we shift the zero-energy point by adding an arbitrary value $\lambda K$ to the (dimensionless) energy associated with each bond ( $\lambda$ is an arbitrary constant), $f$ transforms according to $f(K) \rightarrow f(K)+\lambda K d$ and consequently the preservation of equation (319) implies

$$
\begin{equation*}
g(K) \rightarrow g(K)+\lambda d\left[K-b^{-d} K^{\prime}(K)\right] \tag{322}
\end{equation*}
$$

At the graph level, the preservation of Eq. (320) implies

$$
\begin{equation*}
K_{0}^{\prime}(K) \rightarrow K_{0}^{\prime}(K)+\lambda\left[b^{d_{f}} K-K^{\prime}(K)\right] \tag{323}
\end{equation*}
$$

If we impose now that Eq. (321) remains form-invariant under uniform translation of the energy scale (i.e., $D(K)$ does not change with $\lambda$ ) in a similar manner to the Maxwell equations which are form-invariant under the Lorentz transformation, it immediately
follows that

$$
\begin{equation*}
D(K)=\frac{d\left[b^{d} K-K^{\prime}(K)\right]}{b^{d}\left[d^{d_{f}} K-K^{\prime}(K)\right]} \tag{324}
\end{equation*}
$$

This equation formally closes the operational procedure as (together with Eq. (321)) it provides $g(K)$, which (combined with Eq. (319)) enables us to calculate the free energy and consequently the internal energy and specific heat.

If we are studying the hierarchical lattice generated by the chosen two-rooted graph, then $d$ is replaced by $d_{f}$ (see [229] for a detailed discussion of this point), hence $D=d_{f} b^{-d_{f}}$ becomes a purely topological number, thus yielding

$$
\begin{equation*}
f(K)=b^{-d_{f}}\left[f\left(K^{\prime}\right)+d_{f} K_{0}^{\prime}(K)\right] \tag{325}
\end{equation*}
$$

Note that $d_{f}$ plays in this expression the same role that $d$ (which is equal to the number of bonds per site) plays in the standard recursive relation associated with a d-dimensional Bravais lattice (see also Refs. [65, 66]).

If we are interested instead in a hopefully closer approximation to the d-dimensional Bravais lattice, then $D(K)$ contains both topological and thermal information; typically $D(K)$ smoothly and monotonously varies from $D(0)=d b^{-d_{f}}$ to $D(\infty)=d b^{-d_{f}}(1-$ $1 / b) /\left(1-b^{-1+d-d_{f}}\right)$ when $K$ increases from zero to inifinity [298]. If the family of hierarchical lattices is appropriately chosen, one should expect $\lim _{b \rightarrow \infty} d_{f}=d$, hence $D(K) \sim d b^{-d}$ for all values of $K$ in the $b \rightarrow \infty$ limit.

The consequences of the appararently innocuous form-invariance hypothesis for Eq. (321) are quite interesting. Indeed, specific heats which present (within RG frameworks that are similar but that do not allow for proper dependence of $D$ on $K$ ) negative values for large regions of $K$ become automatically (without introducing any adjustable parameter) positive for all finite temperatures when recalculated within the present scheme.

The Potts ferromagnet has been studied [298, 229, 221] with the generalized Wheatstonebridge graphs. The results obtained are indicated in Figs. 51-53. In particular, Fig. 53 has been obtained by performing $C / k_{B}(q-1)=C_{p}$ in the $q \rightarrow 1$ limit (see Kasteleyn and Fortuin results [16]).

The analytic discussion of the present equations shows that the high-temperature expansion for the specific heat recovers, for increasing $b$, more and more terms of the expansion which is exact for the corresponding Bravais lattice.

### 4.2.2 Equations of states

We calculate here the magnetization as a function of temperature at vanishing external field (the extension to arbitrary values of the field is feasible along the same lines [299]). The present procedure follows along the lines of [228] and enables the calculation of the magnetization directly, without going through that of the Gibbs energy.

We consider a d-dimensional hypercubic lattice of linear size $L$ with Potts interaction between first-neighbouring sites. In the $L \rightarrow \infty$ limit, the order parameter $M$ can be defined as $M=N_{L}(K) / L^{d}$, where $N_{L}(K)$ is the thermal canonical avarage number of sites whose spin is pointing along the easy magnetization direction (say, the $\sigma_{i}=0$ axis, arbitrarily chosen among the $q$ equivalent states along which the symmetry is to be broken) minus the number of sites whose spins are pointing in any other direction (i.e. $\sigma_{i} \neq 0$ ). Furthermore, we associated an elementary dimensionless magneton $\mu$ with each site of the lattice; we could in principle chose $\mu=1$, but we will instead leave it as a variable since it will change under renormalization. Within a Kadanoff philosophy, we divide the system of $L^{d}$ sites into a system of $L^{\prime d}$ cells of linear size $B \equiv L / L^{\prime}>1$. We then associate with each cell the renormalized variable $K^{\prime}$ and $\mu^{\prime}$ which will depend on $K$ and $\mu$. The total magnetic momentum (extensive quantity) is to be preserved through renormalization, i.e.,

$$
\begin{equation*}
N_{L^{\prime}}\left(K^{\prime}\right) \mu^{\prime}=N_{L}(K) \mu \tag{326}
\end{equation*}
$$

Dividing both terms by $L^{d}$ we obtain

$$
\begin{equation*}
M\left(K^{\prime}\right) \mu^{\prime}=M(K) \mu B^{d} \tag{327}
\end{equation*}
$$

with $M\left(K^{\prime}\right)=N_{L^{\prime}}\left(K^{\prime}\right) / L^{\prime d}$. If we start with $K$ and $\mu^{(0)}$ and perform $n$ iterations in Eq. (327) we obtain

$$
\begin{equation*}
M\left(K^{(n)}\right) \mu^{(n)}=B^{n d} M(K) \mu^{(0)} \tag{328}
\end{equation*}
$$

Hence

$$
\begin{equation*}
M(K)=\lim _{b \rightarrow \infty} \frac{M\left(K^{(\infty)}\right) \mu^{(n)}}{B^{n d} \mu^{(0)}} \tag{329}
\end{equation*}
$$

By arbitrarily choosing $\mu^{(0)}=1$ we obtain

$$
\begin{equation*}
M(K)=\lim _{n \rightarrow \infty} M\left(K^{(\infty)}\right) \mu^{(n)} / B^{n d} \tag{330}
\end{equation*}
$$

This formula, together with the RG equation for $K$, enables the calculation which are looking for. If $K<K_{c}$ ( $K_{c} \equiv$ critical fixed point) then $K^{(\infty)}=0$, hence $M\left(K^{(\infty)}\right)=0$ which implies (through Eq. (330)) that $M(K)=0$ as expected. If $K>K_{c}$ then $K^{(\infty)}=$ $\infty$, hence $M\left(K^{(\infty)}\right)=1$ (conventional value for $T=0$ ), which yields (through Eq. (330)).

$$
\begin{equation*}
M(K)=\lim _{n \rightarrow \infty} \mu^{(n)} / B^{n d} \tag{331}
\end{equation*}
$$

This is the formula which provides the thermal dependence of the order parameter in the entire non trivial region, i.e., for $T<T_{c}$.

To close the procedure we have to specify how the RG recursive relations for $K$ and $\mu$ are determined. For $K$ we use the recurrence provided by the correlation function procedure (Section (4.1.1)). With respect to $\mu$, let us anticipate that its RG equation will be of the form

$$
\begin{equation*}
\mu^{\prime}=a(K) \mu \tag{332}
\end{equation*}
$$

$a(K)$ being a function to be determined which satisfies $a(\infty)=B^{d}>a\left(K_{c}\right)>a(0)>0$ (see [228] for more details). The particular form Eq. (332) comes from the fact that it has to be form invariant if we expand the $\mu$ scale (i.e., if we make $\mu \rightarrow \lambda \mu$ and $\mu^{\prime} \rightarrow \lambda \mu^{\prime}$ with arbitrary $\lambda$ ). To determine $a(K)$ we proceed as follows. In order to break the symmetry we impose the spin of, say, root 1 (of both small and large graphs) to be in the $\sigma=0$ state, the rest of the spins (that on root 2 included) being free to take all possible orientations ( $q$ configurations for each spin). Each graph configuration (there will be $q^{N_{s}-1}$ of them) will be weighed with the corresponding Boltzmann factor, and will be associated with a value for the cluster magnetic momentum $m$ where each spin contributes proportionally to its coordination number (see [238, 300] for further discussion of this point). We then impose

$$
\begin{equation*}
\langle m\rangle_{G^{\prime}}=\langle m\rangle_{G} \tag{333}
\end{equation*}
$$

where $\langle\cdots\rangle$ denotes thermal canonical average, and $G^{\prime}$ and $G$ respectively denote the small and large graphs. The whole procedure is indicate in Table IX for the $b=2$ planar Wheatstone bridge graph renormalized into a single edge $b^{\prime}=1$ (in this case $B^{d}=5$ ). We obtain, for Eq. (332),

$$
\begin{equation*}
\frac{2 e^{q K^{\prime}}+(q-2)}{e^{q K^{\prime}}+(q-1)} \mu^{\prime}=\left[10 e^{5 q K}+10(q-2) e^{3 q K}+8(3 q-5) e^{2 q K}+\right. \tag{334.a}
\end{equation*}
$$

$$
\left.+\left(16 q^{2}-68 q+90\right) e^{q K}+\left(2 q^{3}-16 q^{2}+44 q-40\right)\right] \mu / D_{\mu}
$$

where

$$
\begin{align*}
D_{\mu} & =e^{5 q K}+2(q-1) e^{3 q K}+4(q-1) e^{2 q K}+  \tag{334.b}\\
& +(q-1)(5 q-9) e^{q K}+(q-1)(q-2)^{2}
\end{align*}
$$

The results obtained for successive approximations for the magnetization on the squarelattice are indicated in Figs. 54 and 55. In the $T \rightarrow T_{c}-0$ limit, we may define the following asymptotic behaviour

$$
\begin{equation*}
M \sim A\left(1-T / T_{c}\right)^{\beta} \tag{335}
\end{equation*}
$$

The present RG's recover, for all $q$, the exact $T_{c}$ of the square lattice. The respective $q$-evolutions of $\beta$ (the exact result for the square lattice is given by eq. (37) [92]) and $A$ (the exact result for the square-lattice is not available, excepting for $q=2$ ) is indicated in Figs. 5 and 56. It is interesting to compare the present results with the recently obtained [237] exact ones for hierarchical lattices: both procedures yield the same value $\beta=0.180$ for the $q=2$ standard Wheatstone-bridge lattice, but present discrepancies (typically below $15 \%$ ) for $q \neq 2$.

### 4.2.3 Surface tension

We address here the thermal dependence of the longitudinal surface tension $\gamma$ of a d dimensional hypercubic lattice (see [301]). The procedure follows along the lines of Ref. [226, 161]: the RG equation for $\gamma$ is given by

$$
\begin{equation*}
\left(b^{\prime}\right)^{d-1} K^{\prime} \gamma^{\prime}=b^{d-1} K \gamma \tag{336}
\end{equation*}
$$

This equation, together with the RG equation for $K$, enables the calculation which we are looking for. We present in Fig. 57 the $q=2$ results obtained for the square lattice by using the generalized Wheatstone-bridge graphs. Within the $R G_{b b^{\prime}}$ framework we obtain

$$
\begin{equation*}
\frac{\gamma(T)}{\gamma(0)} \sim 1-\frac{\ln \left(b / b^{\prime}\right)}{2\left(b-b^{\prime}\right)} \frac{k_{B} T}{J}-\left(\frac{b-1}{b}\right)^{2} \frac{k_{B} T}{J} e^{-2 J / K_{B} T} \quad\left(T / T_{c} \rightarrow 0\right) \tag{337}
\end{equation*}
$$

which, in the $b \rightarrow \infty$ limit, yields [161]:

$$
\begin{equation*}
\frac{\gamma(T)}{\gamma(T)} \sim 1-\frac{k_{B} T}{J} e^{-2 . J / k_{B} T} \quad\left(T / T_{c} \rightarrow 0\right) \tag{338}
\end{equation*}
$$

which is the exact result for the surface tension on the square lattice [6].
We also obtain

$$
\begin{equation*}
\frac{\gamma(T)}{\gamma(0)} \sim A_{b b^{\prime}}\left(1-\frac{T}{T_{c}}\right)^{\nu_{b b^{\prime}}} \quad\left(T \rightarrow T_{c}-0\right) \tag{339}
\end{equation*}
$$

where $T_{c}$ is exactly recovered for all $\left(b, b^{\prime}\right), \nu_{b b^{\prime}}$ is given in Table VI, and $A_{b b^{\prime}}$ is represented in Fig. 58.

The present calculation can be straightforwardly extended to arbitrary values of $q$ and d.

### 4.2.4 Correlation length

We address here the thermal dependence of the correlation length $\xi$ of a d-dimensional hypercubic lattice. The procedure is completely similar to that used for the surface tension, and follows along the lines of Ref. [302, 195]. Eq. (336) is replaced by

$$
\begin{equation*}
\frac{\xi^{\prime}}{b^{\prime}}=\frac{\xi}{b} \tag{340}
\end{equation*}
$$

and the rest of the procedure remains exactly the same. The results obtained [302] for the square lattice are represented in Figs. 59 and 60. Also

$$
\begin{equation*}
\xi^{-1} \sim-\frac{\ln \left(b / b^{\prime}\right)}{b-b^{\prime}}+\ln \left(\frac{k_{B} T}{J}\right)-\left[\frac{q-2}{2}+2\left(\frac{b-1}{b}\right)^{2}\right] \frac{J}{k_{B} T} \quad\left(\frac{k_{B} T}{J} \rightarrow \infty\right) \tag{341}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi^{-1} \sim \frac{a(q) J}{k_{B} T}\left[1-\frac{\ln \left(b / b^{\prime}\right)}{b-b^{\prime}} \frac{k_{B} T}{q J}-2\left(\frac{b-1}{b}\right)^{2} \frac{k_{B} T}{q J} e^{-q J / k_{B} T}\right] \quad\left(\frac{k_{B} T}{J} \rightarrow 0\right) \tag{342}
\end{equation*}
$$

where $a(q)$ cannot be calculated within the present RG framework. In the $b \rightarrow \infty\left(b^{\prime}<b\right)$ these respective expressions yield

$$
\begin{equation*}
\xi^{-1} \sim \ln \left(\frac{k_{B} T}{J}\right)-\left(\frac{q+2}{2}\right) \frac{J}{k_{B} T} \quad\left(\frac{k_{B} T}{J} \rightarrow \infty\right) \tag{343}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi^{-1} \sim a(q) \frac{J}{k_{B} T}\left[1-\frac{2 k_{B} T}{q J} e^{-q \cdot J / k_{B} T}\right] \quad\left(\frac{k_{B} T}{J} \rightarrow 0\right) \tag{344}
\end{equation*}
$$

These expressions recover (with $a(2)=2$ ) the exact results $[6,303,5]$ for $q=2$, namely

$$
\begin{align*}
\xi^{-1} & =\ln \operatorname{coth}\left(\frac{J}{k_{B} T}\right)-\frac{2 J}{k_{B} T} \quad\left(T>T_{c}\right)  \tag{345}\\
& \sim \ln \left(\frac{k_{B} T}{J}\right)-\frac{2 J}{k_{B} T} \quad\left(\frac{k_{B} T}{J} \rightarrow \infty\right) \tag{346}
\end{align*}
$$

and

$$
\begin{align*}
\xi^{-1} & =\frac{2 J}{k_{B} T}-\ln \operatorname{coth}\left(\frac{J}{k_{B} T}\right) & \left(T<T_{c}\right)  \tag{347}\\
& \sim \frac{2 J}{k_{B} T}\left[1-\frac{k_{B} T}{J} e^{-2 J / k_{B} T}\right] & \left(\frac{k_{B} T}{J} \rightarrow 0\right) \tag{348}
\end{align*}
$$

Eqs. (343) and (344) might well be exact for all $q$ (possibly with $a(q)=q$ ).
For $d>2$, the following asymptotic behaviours are obtained in the $b \rightarrow \infty$ limit $\left(b^{\prime}<b\right)$ :

$$
\begin{gather*}
\xi^{-1} \sim \ln \left(\frac{k_{B} T}{J}\right)-\left[\frac{q-2}{2}+2(d-1)\right] \frac{J}{k_{B} T} \quad\left(\frac{k_{B} T}{J} \rightarrow \infty\right)  \tag{349}\\
\xi^{-1} \sim a(q, d)\left(\frac{J}{k_{B} T}\right)^{\frac{1}{d-1}}\left\{1-\frac{q^{2(d-1)}}{d-1}\left(\frac{k_{B} T}{q J}\right) e^{-2 q(d-1) J / k_{B} T}\right\} \quad\left(\frac{k_{B} T}{J} \rightarrow 0\right) \tag{350}
\end{gather*}
$$

where $a(q, d)$ cannot be calculated within the present framework. For $q=2$ and $d=3$ Eq. (349) exactly recovers the asymptotic behaviour for the simple cubic lattice [303]. Eqs. (349) and (350) might well be exact for all $q$ and all $d>2$. It is interesting to notice that the $d=2$ and the $d=2+0 T \rightarrow 0$ results do not coincide (see [144]).

### 4.3 Interface effects

Many interesting critical phenomena occur in magnetic systems which are not fully translationaly invariant because along at least one direction (say the $z$-axis) the system is not homogeneous. A typical such system is a $d=3$ semi-infinite bulk (surface problem); another typical situation (which in fact generalizes the previous one) is a $d=3$ system which is translationally invariant within the $x y$ plane but which along the $z$-axis changes at $z=0$ in the sense that two different semi-infinite homogeneous bulks join there (interface problem). For a general introduction on both theoretical and experimental aspects of this problem, the reader can refer to the reviews by Binder [297] and Kaneyoshi [304]; reciprocal-space and real space RG approaches have been respectively reviewed by Diehl [305] and one of us [306] (see also [307], [308]). The references appearing in these reviews practically cover the present status of the subject, and will not be reproduced herein.

Our aim in this Subsection is to illustrate how the correlation function preserving RG techniques can be used to study the criticality associated with surface magnetism.

This type of approach has been systematically used by the Rio de Janeiro/CBPF group and collaborators $[138,141,142,166,167,146,147][309-315]$. As a prototype system we shall study here the semi-infinite simple cubic ferromagnetic Potts bulk: the firstneighbour coupling constant $J_{i j}$ equals $J_{S}\left(J_{S} \geq 0\right)$ if both $i$ and $j$ sites belong to the $(0,0,1)$ surface ( $z=0$ plane), equals $J_{B}\left(J_{B} \geq 0\right)$ if at least one of the sites belongs to the bulk $(z<0)$, and vanishes otherwise ( $z>0$ ). A typical phase diagram is shown in Fig. $61(q=2)$. It is convenient to introduce the variable

$$
\begin{equation*}
\Delta \equiv \frac{J_{S}}{J_{B}}-1=\frac{\ln \left\{\left[1+(q-1) t_{s}\right] /\left(1-t_{s}\right)\right\}}{\left.\ln \left\{1+(q-1) t_{B}\right] /\left(1-t_{B}\right)\right\}}-1 \tag{351}
\end{equation*}
$$

where we have introduced the transmissivities $t_{S}$ and $t_{B}$ respectively associated with $J_{S}$ and $J_{B}$. We note $\Delta_{c}$ the value of $\Delta$ where all three critical lines of Fig. 61 join. The surface-ferromagnetic phase (SF; finite surface magnetic order in the absence of bulk magnetic order) only exists for $\Delta>\Delta_{c}$. The paramagnetic ( P ; vanishing surface and bulk orders) and bulk-ferromagnetic (BF; both surface and bulk orders are non-null) phases exist for varying values of $\Delta$. At $\Delta=\Delta_{c}$ a special transition occurs which corresponds to a multicritical point (with its own universality class).

The RG recursive relations for this problem can be written as follows [138].

$$
\begin{equation*}
t_{B}^{\prime}=f\left(t_{B}\right) \tag{352}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{S}^{\prime}=g\left(t_{S}, t_{B}\right) \tag{353}
\end{equation*}
$$

where $f\left(t_{B}\right)$ is the equivalent transmissivity associated with the two-rooted graph of Fig. 30b (Fig. 62); $f\left(t_{B}\right)$ equals $T_{12}\left(t_{B}, t_{B}, t_{B}, G_{3}\right)$ of Eq. (280). $g\left(t_{s}, t_{B}\right)$ is the equivalent transmissivity of the two-rooted graph obtaied from the free-surface $R G$ cell shown in Fig. 62 by collapsing the entry nodes (forming one root) and the exit nodes (generating the other root). These equations yield, for all values of $q$, the type of RG flow diagram indicated in Fig. 63. We present in Fig. 64 the $q$-dependence of $\Delta_{c}$ obtained within the present RG as well as within an extrapolated version of it (see [138] for details). In the neighbourhood of the multicritical point we may introduce the following asymptotic behaviour

$$
\begin{equation*}
\frac{T_{c}^{\text {surface }}(\Delta)}{T_{c}^{\text {surface }}\left(\Delta_{c}\right)}-1 \sim A\left(\frac{\Delta}{\Delta_{c}}-1\right)^{1 / \phi} \tag{354}
\end{equation*}
$$

We have presented in Fig. 65 the $q$-dependences of $A$ (as well as its extrapolated value $\left.A^{*}[138]\right)$ and $\phi$. See finally Fig. 66 for the q-evolution of the entire phase diagram. For the discusion of the various universality classes present in this problem see [138] as well as the reviews previously mentioned $[297,305,306]$.

## 5 FINAL REMARKS

We have seen that the Potts model and a great number of related systems can be studied, quite satisfactorily in some cases and only roughly in others, with real space renormalization group techniques. Let us present here some open problems whose study would be natural extensions of the content of this review.
(i) No RG techniques (nor any other, as far as we know) have been used to study the general $q$-state classical model described by the interaction matrix (10a) without restriction (10b). In particular, it may be possible to device a BCM for such a model.
(ii) Continuously varying critical exponents (e.g., the para-ferromagnetic critical line of the $Z(4)$ ferromagnet on the square-lattice) and transitions like the KosterlitzThouless one remain hard problems within real space RG techniques. Although hard, these problems cannot be considered unsolvable. Indeed, lines of fixed points have already been exhibited in the literature $[168,316]$ within RG frameworks like the ones discussed herein.
(iii) The analysis of systems presenting commensurate/incommensurate modulated structures (e.g., the chiral Potts model and frustrated systems like the ANNNI one) is, with very few exceptions, to be done.
(iv) Some of the approaches presented herein are exact for hierarchical lattices. They could further enlighten the criticality and the scaling laws of fractals as compared to translationally invariant systems. For example: what are the topological ingredients which determine $\lim _{q \rightarrow \infty} \nu_{q}$ and for what classes of hierarchical lattices we have that $\lim _{q \rightarrow \infty} \alpha_{q}=1$ ?
(v) The establishment of a BCM for dealing with probability laws as those presented in Subsection 3.2.4 (quenched-bond random Potts model) would be very elegant and useful.
(iv) Very recently [317], the correlation function preserving procedures described in this
review have been satisfactorily applied to construct RG's for approaching the classical $n$-vector model. This fact opens an area to be explored.
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## APPENDIX

## Potts ferromagnet on Migdal-Kadanoff-like hierarchical lattices

Among the simplest available real space RG's we have those which follow along the lines of Migdal and Kadanoff [318] approaches (differential RG's, bond moving procedures, etc; see [319] for an analysis and review of these approaches). Their general tendency, when compared to available results for d-dimensional Bravais lattices, is to be qualitatively correct though quantitatively quite rough (although non trivial): later on we shall illustrate this point. In any case, all the results are exact for the associated hierarchical lattices, namely the d-dimensional generalized diamond-like and tress-like ones: see Fig. 67. In the former case, the generators are equal to the two-rooted graphs resulting from the Migdal-Kadanoff approximations for the considered model on $d$-dimensional hypercubic lattices. The above hierarchical lattices are completely determined by the dimensionality $d$ and the linear expansion factor $b$. The diamond (tress) generator graph is a parallel (series) array of $b^{d-1}(b)$ branches, each of which is constituted by $b\left(b^{d-1}\right)$ bonds in series (parallel). Two topological properties can be verified: (i) For all b and d , and for both diamond and tress types, the intrinsic fractal dimensionality is given by $d_{f}=\ln b^{d} / \ln b=d$; (ii) For arbitrary fixed $b$ and $d=2$, and only then, the diamond and tress hierarchical lattices are dual of each other.

The aim of the present Appendix is to study $[143,145]$ the $q$-state Potts ferromagnet on these d-dimensional hierarchical lattices and to follow their behaviour in both $b \rightarrow \infty$ and $b \rightarrow 1$ limits. Associating with each elementary bond a thermal transmissivity $t$, we have (through the algorithms (102) and (108)) for the equivalent transmissivities between the roots 1 and 2 for the diamond-like $(D)$ and tress-like $(T)$ graphs:
and

$$
\begin{equation*}
T_{12}(t, T ; b, d, q,)=\left\{\frac{1-\left[\frac{1-t}{1+(q-1) t}\right]^{b^{d-1}}}{1+(q-1)\left[\frac{1-t}{1+(q-1) t}\right]^{b^{d-1}}}\right\}^{b} \quad(\text { tress }) \tag{A.2}
\end{equation*}
$$

Let us now focus the diamond case (the tress case is strictly analogous). The $R G_{b b^{\prime}}$ recursive relation is given by

$$
\begin{equation*}
T_{12}\left(t^{\prime}, D ; b^{\prime}, d, q\right)=T_{12}(t, D ; b, d, q) \tag{A.3}
\end{equation*}
$$

This equation admits, for all ( $b, b^{\prime}, d, q$ ), two trivial (stable) fixed points, namely $t=0$ (paramagnetic phase; P ) and $t=1$ (ferromagnetic phase; F ), as well as a critical (unstable) fixed point noted $t_{b b^{\prime}}^{\star}$ which satisfies:

$$
\begin{equation*}
T_{12}\left(t_{b b^{\prime}}^{\star}, D ; b^{\prime}, d, q\right)=T_{12}\left(t_{b b^{\prime}}^{\star}, D ; b, d, q\right) \tag{A.4}
\end{equation*}
$$

The corresponding thermal critical exponent $\nu_{b b^{\prime}}$ is given by

$$
\begin{equation*}
\nu_{b b^{\prime}}=\frac{\ln \left(b / b^{\prime}\right)}{\ln \left(\lambda_{b} / \lambda_{b^{\prime}}\right)} \tag{A.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.\lambda_{b} \equiv \frac{d T_{12}(t, D ; b, d, q)}{d t}\right|_{t=t_{b b^{\prime}}^{\star}} \quad(\forall b) \tag{A.6}
\end{equation*}
$$

The results obtained for $d \geq 1, q \geq 0, b \geq 2, b^{\prime}<b$, and for both diamond and tress cases, are indicated in Figs. 68-70 (the $b^{\prime}=1$ results correspond to the associated hierarchical lattices). It is worth noticing that, for all $(q, d)$, both diamond and tress cases and both $t_{b b^{\prime}}^{\star}$ and $\nu_{b b^{\prime}}$, the $b \rightarrow \infty$ limit is approached through a power law ( $1 / \mathrm{b}$ corrections $)$. This is in contrast with the behaviour expected for lattices with finite critical temperature (i.e., $0<\lim _{b \rightarrow \infty}^{b \rightarrow b} t_{b b^{\prime}}^{\star}<1$ ): in such cases, finite size scaling arguments [286] usually suggest, in the $b \rightarrow \infty$ limit, a power law approach for fixed $\left(b-b^{\prime}\right)$, and a logarithmic approach for fixed $b^{\prime}$. It is also worth noting that in no case first-order phase transitions appear. This is in contrast with the case of d-dimensional Bravais lattices $(d>1)$ : for them, the phase transitions always become of the first order for $q$ large enough. We recall however that the results obtained herein illustrate the common expectation that, for a great variety of models, the para-ferromagnetic transitions are of the continuous type for all hierarchical lattices.

Let us now turn our attention onto a different type of limit, namely the differential one (i.e., $b^{\prime}=1$ and $b=1+\mu$ with $\mu \rightarrow 0+$ ). We generalize here [143] Shapiro's treatment [320] of the bond percolation case $(q=1)$. We first notice that if we consider the hierarchical
lattices generated by the d-dimensional generalized Wheatstone-bridge graphs (see Fig. 11) with equivalent transmissivity between the roots 1 and 2 noted $T_{12}(W)$, we have, for all $(t ; b, d, q)$,

$$
\begin{equation*}
T_{12}(t, D ; b, d, q) \leq T_{12}(t, W ; b, d, q) \leq T_{12}(t, T ; b, d, q) \tag{A.7}
\end{equation*}
$$

This is a trivial consequence of the fact that the equivalent transmissivity of any graph is a monotonous function of the elementary transmissivity of any of its edges, together with the fact that the breaking (collapsing) of all the "transverse" edges of the Wheatstone-bridge graph precisely yields the diamond (tress) graph (see Fig. 71). It is then straightforward to verify that, in the $b \rightarrow 1$ limit, the $R G_{b 1}$ recursive relation is one and the same for both diamond and tress cases (and consequently for the Wheatstone-bridge case as well, since it is squeezed between them), namely

$$
\begin{equation*}
t^{\prime} \sim t+\mu\left\{t \ln t-(d-1) \frac{(1-t)[1+(q-1) t]}{q} \ln \left(\frac{1-t}{1+(q-1) t}\right)\right\} \tag{A.8}
\end{equation*}
$$

The corresponding critical fixed point $t^{\star}$ satisfies

$$
\begin{equation*}
t^{\star} \ln t^{\star}=(d-1) \frac{\left(1-t^{\star}\right)\left[1+(q-1) t^{\star}\right]}{q} \ln \left[\frac{1-t^{\star}}{1+(q-1) t^{\star}}\right] \tag{A.9}
\end{equation*}
$$

This equation yields the results presented in Fig. 72 as well as the following ones:

$$
\begin{equation*}
t^{\star} \sim 1-q e^{-\frac{1}{d-1}} \quad(d \rightarrow 1+0 ; q>1) \tag{A.10}
\end{equation*}
$$

which recovers the asymptotically exact result for the d-dimensional hypercubic lattice [25] (see eq. 33);

$$
\begin{equation*}
t^{\star}=\frac{1}{\sqrt{q}+1} \quad(d=2) \tag{A.11}
\end{equation*}
$$

which is the exact result for the square lattice; and

$$
\begin{equation*}
t^{\star} \sim e^{-(d-1)} \quad(d \rightarrow \infty) \tag{A.12}
\end{equation*}
$$

which differs from the exact result for d-dimensional hypercubic lattice.
The fact that the $d \rightarrow 1$ result is asymptotically exact comes from the fact that the linear chain has an unique topological property, namely to be scale invariant (hierarchical lattice) and translationally invariant (Bravais lattice) simultaneously. The fact that the $d=2$ result exactly recovers that of the square lattice comes from the confluence of
the diamond and tress equivalent transmissivities into the self-dual Wheatstone-bridge equivalent transmissivity. This is a nice manner for understanding why the differential Migdal-Kadanoff approach preserves self-duality.

From Eq. (A.8) we also obtain the thermal critical exponent:

$$
\begin{equation*}
\nu^{-1}=1+\ln t^{\star}-\frac{d-1}{q}\left\{\left[q-2-2(q-1) t^{\star}\right] \ln \left(\frac{1-t^{\star}}{1+(q-1) t^{\star}}\right)-q\right\} \tag{A.13}
\end{equation*}
$$

This equation yields the results shown in Fig. 73 as well as the following ones:

$$
\begin{equation*}
\nu \sim \frac{1}{d-1} \quad(d \rightarrow 1+0) \tag{A.14}
\end{equation*}
$$

which recovers the exact result for d-dimensional hypercubic lattice (see eq. 34) [25]; and

$$
\begin{equation*}
\nu^{-1}=2\left(1-\frac{1}{\sqrt{q}} \ln (\sqrt{q}+1)\right) \quad(d=2) \tag{A.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu \rightarrow 1 \quad(d \rightarrow \infty) \tag{A.16}
\end{equation*}
$$

which do not coincide with the exact results for the hypercubic lattice [91, 321].

## FIGURE CAPTIONS

Fig. 1 - Typical phase diagrams of the site-bond percolation $(S \cap B)$ and site-or-bond percolation (SUB) on d-dimensional lattices $(d>1) . P$ and $N P$ respectively denote the percolating and non-percolating regions; $p_{c}$ (bond) ( $p_{c}$ (site)) corresponds to the critical probability of the standard bond (site) percolation.

Fig. 2 - Two-site spin configurations and its corresponding energy spectrum for the $Z(4)$ interaction (assuming that $0<J_{2}<J_{1} / 2$ ) and the $Z(5)$ one (supposing that $0<$ $\left.J_{2}<J_{1}\right)$. The spin state $n_{i}\left(n_{i}=0,1,2, \cdots, q-1\right)$ is represented by a vector pointing into a direction which makes an angle $2 \pi n_{i} / q$ with the direction shown on the left (which corresponds to $n_{i}=0$ ). For each pair configuration, the heavy line corresponds to its energy while the dashed ones refer to the remaining energy levels of the considered spectrum.

Fig. 3-Schematic phase diagram for a quenched bond-and-site diluted ferromagnet on d-dimensional lattices $(d>1) . P$ and $F$ respectively denote the paramagnetic and ferromagnetic phases.

Fig. 4 - $q$-dependence of the correlation length critical exponent $\nu$ for the Potts ferromagnet on the square lattice. The lower curve corresponds to the exact result (given by eq. 36) while the others were obtained through the correlation function preserving $R G_{b b^{\prime}}$ using the cells shown in Fig. 27.

Fig. 5-q-dependence of the critical exponent $\beta$ for the Potts ferromagnet on the square lattice. The exact result (given by eq. 37) is represented by the lower curve ("square lattice"); the remaining curves [228] correspond to successive $R G_{b b^{\prime}}$ approximations using the cells shown in Figs. 11(a) - (d). The broken lines are indicative and have been used when the calculation was available only for integer values of $q$.

Fig. 6 - Schematic variation of the main features concerning phase transitions for the $q$-state Potts ferromagnet on d-dimensional Bravais lattices. The transition is of first order above the full line, otherwise it is continuous whenever it exists $(d>1)$.

The broken line at $d=6$ for $q<2$ separates the region where the critical exponents are classical (mean-field ones) from that with non-trivial ones (notice that for $q=2$ this occurs at $d=4$ ).

Fig. 7-Exact critical temperature (eq. 38) as a function of $J_{y} / J_{x}$ for different values of $q$ for the anisotropic Potts ferromagnet on the square lattice. $F$ and $P$ represents the ferromagnetic and paramagnetic phases respectively.

Fig. 8-Exact critical temperature as a function of $q$ for the ferromagnetic $(J>0)$ and antiferromagnetic $(J<0)$ isotropic Potts model on the square lattice (respectively given by eqs. (38) and (43) at $J_{x}=J_{y}$ ).

Fig. 9-Critical temperature as a function of $J_{2}$-concentration $p$ for different values of $J_{1} / J_{2}$ (numbers parametrizing the curves) for the quenched bond mixed Ising ferromagnet on the square lattice. These curves were obtained [107] through the correlation function preserving $R G_{21}$ using the cells shown in Fig. 11(a) and (b). $P$ and $F$ denotes the paramagnetic and ferromagnetic phases respectively.

Fig. 10 - (a) Phase diagram of the $Z(4)$ ferromagnet on the square lattice in the $\left(t_{1}, t_{2}\right)$ space (defined in eq. 224) obtained through the $R G_{21}$ approximation [121] with the cells shown in Figs. 11(a) and (b). $\tilde{P}$ is the $q=4$ Potts fixed point; $I_{1}, I_{2}$ and $I_{3}$ are the Ising fixed points. denotes the attractors of the paramagnetic ( P ), ferromagnetic (F) and intermediate (I) phases. The shaded region is nonphysical. The $t_{2}=t_{1}$ and $t_{2}=t_{1}^{2}$ dashed lines represent Potts and Ising invariant subspaces respectively. (b) Same phase diagram in the $\left(k_{B} T / J_{1},\left(J_{1}+2 J_{2}\right) / J_{1}\right)$ space. The dashed lines are asymptotes.

Fig. 11 - d-dimensional two-rooted graphs of the Wheatstone bridge type with chemical length $b$. The roots 1 and 2 (internal vertices) are represented by open (full) small circles. The fractal dimensions $d_{f}$ are also indicated.

Fig. 12 - Pairs of two-rooted dual graphs. To each edge is associated an occupancy probability $p_{i} ; p_{i}^{D}$ refers to its corresponding dual (eq. 77).

Fig. 13 - Two-rooted graphs which contain at least one irrelevant edge. Open (full) small circles denote roots (internal vertices).

Fig. 14 - Multi-rooted graphs. $G^{c}$ and $G^{b}$ are the respective collapsed and broken graphs obtained from $G$ by contracting (i.e., collapsing after deleting) and deleting one of its edges. The polynomials in figs. (d), (e) and (f) represent the multi-connectedness function (i.e., the probality of connection of all the roots).

Fig. 15 - Series (a) and parallel (b) array of two edges. To each vertex $i$ is associated the Potts variable $\sigma_{i}=1,2, \cdots, q$. The coupling constants are denoted by $J_{\ell}(\ell=$ $1,2, s, p)$.

Fig. 16 - Two-rooted oriented graphs. $p_{\ell}$ denotes the occupancy probability of the oriented edge $\ell$. The arrows near the roots 1 and 2 indicate the sense (from 1 to 2 ) on which the graph should be traversed. The graphs obtained in (b) and (c) are, respectively, the 1-broken and the 1-precollapsed oriented graphs obtained from the one in (a). The 2 graphs in (b) are equivalent.

Fig. 17-A two-rooted oriented graph $G$ (Fig. a) and the following graphs obtained through operating on the horizontal edges: (b) the broken $G^{b b}$, (c) the collapsed $G^{c c}$, (d) the precollapsed $G^{b c}$ and (e) the precollapsed $G^{c b}$ graphs. The arrows near the roots 1 and 2 indicate the sense (from 1 to 2 ) on which the graph should be traversed.

Fig. 18 - The two-rooted Wheatstone bridge graph whose edges are associated with the vectors $\left(p_{i}, q_{i}, r_{i}, s_{i}\right)(i=1,2, \cdots, 5)$ whose components respectively represent the probabilities of the edge being ferromagnetic, antiferromagnetic, absent and frustrated.

Fig. 19 - Two-rooted graph whose edges are all associated with the vetor ( $p, q, r, s$ ) whose components represent the respective probabilities of the edge being ferromagnetic, antiferromagnetic, absent and frustrated.

Fig. 20 - (a) The two-rooted Wheatstone-bridge graph whose edges are associated with the transmissivities $\left(t_{1}^{(\ell)}, t_{2}^{(\ell)}\right)(\ell=1,2, \cdots, 5)$ defined in eqs. (224) for the $Z(4)$
model. The graphs obtained from (a) by operating on the edge 5 are: (b) the broken, (c) the collapsed and (d) the precollapsed graphs.

Fig. 21 - (a) The two-rooted Wheatstone-bridge graph whose edges are associated with the vector transmissivities $\left(t_{1}^{(\ell)}, t_{2}^{(\ell)}, t_{3}^{(\ell)}\right)(\ell=1,2, \cdots, 5)$ defined in eqs. (243) for the $Z(6)$ model. Operating on the edge 5 we obtain the following graphs: (b) the broken, (c) the collapsed, (d) the precollapsed $G^{b c b}$ and (e) the precollapsed $G^{b b c}$ one.

Fig. 22 - Rooted mod- $6 \alpha$ flows for a fixed external flow $\alpha(\alpha=0(a), \alpha=1(b), \alpha=$ $2(c)$ and $\alpha=3(d))$ on a terminal graph $G_{p r}$ with 2 precollapsed edges of type 2 (represented by broken lines) and 3 precollapsed edges of type 3 (represented by dotted lines). The number on each edge represents the flow component along the considered edge.

Fig. 23 - The non-equivalent terminal graphs $G_{p r}$ associated with the graph $G$ shown in Fig. 21a. The broken (dotted) line stands for a precollapsed edge of type 2 (type 3 ) whose vector transmissivity is $(0,1,0)((0,0,1))$. The equivalent vector transmissivity ( $T_{1}, T_{2}, T_{3}$ ) associated with each graph is shown below it.

Fig. 24 - Typical phase diagrams (full lines) and RG flows (dashed lines) in the ( $Y_{1}, Y_{2}$ ) parameter space. $\square$, • and o respectively denote trivial (fully stable), critical (semistable) and multicritical (fully unstable) fixed points; A, B and C denote statistical equilibrium phases. (a) The critical line presents 3 universality classes (two critical and one multicritical), the $Y_{2}=0$ point of the critical line is simultaneously a critical point and a fixed point, and can be determined by treating the $Y_{2}=0$ particular case of the system because the $Y_{2}=0$ axis is an invariant subspace under RG; the $Y_{1}=0$ point of the critical line is a critical point but not a fixed point consequently its determination demands the treatment of the general $\left(Y_{1}, Y_{2}\right)$ problem. (b) The critical lines present 4 universality classes (three critical and one multicritical); one of the critical fixed points is at infinity ("run away" fixed point), and consequently the B-C critical line might be a first-order one.

Fig. 25 - The correlation length critical expoent $\nu$ as a function of $q$ for the $q$-state Potts ferromagnet on the square lattice. The $R G_{b b^{\prime}}$ curves were obtained through the correlation function preserving RG using cells from the $d=2$ Wheatstone-bridge graph family (see Figs. 11(a) - (d)). The exact result (eq. 36) is also plotted for comparison.

Fig. 26 - The initial steps ( $n=0,1,2$ ) of construction of the Wheatstone-bridge hierarchical lattice. The replacement of each bond by the generator $(n=1)$ in the $n^{\text {th }}$ step leads to the next step of construction. The hierarchical lattice corresponds to the $n \rightarrow \infty$ limit whose fractal dimension is $d_{f}=\ln 5 / \ln 2$.

Fig. 27-b-sized cells and their two-rooted self-dual graph representations; all the entrances, and all the exits of the cell, indicated by arrows, are to be respectively collapsed in order to generate the two roots 1 and 2 (noted by empty small circles) of the associated graph; the internal sites of the cell become, without any modification, the internal vertices (noted by full small circles) of the graph. The full (dashed) line is associated with a transmissivity $t_{x}\left(t_{y}\right)$ for the anisotropic Potts model.

Fig. 28-(a) $R G_{31}$ flow diagram and critical frontier in the transmissivity space ( $t_{x}, t_{y}$ ) for the anisotropic Ising $(q=2)$ ferromagnet on the square lattice using the cells shown in Figs. 27(a) and (b). The critical line coincides with the exact one $t_{x}=t_{y}^{D}$. $P$ and $F$ denote the respective paramagnetic and ferromagnetic phases. The fully stable and unstable fixed points are represented by $\square$ and $\bullet$. (b) Critical flow lines associated with various values of $q$ and any value of b-sized cell shown in Fig. 27 (they coincide with the exact ones for the anisotropic Potts ferromagnet on the square lattice). The $q \rightarrow 0$ limit corresponds to tree-like percolation; the $q$ - and $q^{-1}$-frontiers are, for all values of $q$, symmetric with respect to the straight line $t_{x}+t_{y}=1$.

Fig. 29 - The initial steps ( $n=0,1,2$ ) of construction of the inhomogeneous hierarchical lattice corresponding to the $R G_{31}$ approximation using the cells of Fig. 27.

Fig. 30 - (a) $d=3$ extension of the $b=3$ sized cell (disregarding the irrelevant bonds)
of Fig. 27b; (b) the two-rooted graph representation of the cell shown in Fig. 30(a). $t_{x}, t_{y}$ and $t_{z}$ are the Potts transmissivities along the three crystal axes of the simple cubic lattice represented by full, dotted and dashed lines.

Fig. 31 - $R G_{31}$ flow diagram and critical surface [104] for the anisotropic Potts ferromagnet on the simple cubic lattice in the $\left(s_{x}^{(2)}, s_{y}^{(2)}, s_{z}^{(2)}\right)$ space (whose coordinates are defined in eq. (281) taking $h=1$ ). The attractors of the paramagnetic ( P ) and ferromagnetic (F) phases are denoted by $\square$, while the respective $d=1, d=2$ and $d=3$ critical fixed points are represented by $■$, ० and $\bullet$

Fig. 32-q-dependence [104] of the $R G$ critical point (see point $P_{I}$ of Fig. 31) corresponding to the isotropic $d=3$ Potts ferromagnet (notice the ordinate scale). The dots are series results: $q=1[322], q=2[323], q=3[324]$.

Fig. 33 - Extrapolated results [104] (represented by full lines) for the critical point corresponding to the particular anisotropic $d=3$ Potts ferromagnet where two coupling constants are assumed equal $\left(\equiv J_{\perp}\right)$ and the third one ( $\equiv J_{/ /}$) possibly different. The isotropic $d=1, d=2$ and $d=3$ cases are on the ordinate, abcissa and bisectrix respectively. (a) $q=1$ (the dots correspond to series results [325]); (b) $q=2$ (both dots [326] and circles [327] are series results).

Fig. 34 - q-dependence of critical exponents (full lines) obtained through the $R G_{31}$ approximation [104] for the anisotropic cubic lattice Potts ferromagnet. (a) $d=3$ correlation length critical exponent $\nu_{3}$ (the dots are series results: $q=1$ [328] and $q=2$ [329]); (b) $d=2 \leftrightarrow d=3$ crossover exponent $\phi_{23}$ (the $q=1$ dot is a series result [325] while the $q=2$ dot is an exact one [330, 331].

Fig. 35 - The two-rooted Wheatstone-bridge graph whose edges are associated with the Potts transmissivities $r_{\ell}(\ell=1,2, \cdots, 4,5)$.

Fig. 36 - RG flow diagram and critical surface of the quenched bond-mixed q-state Potts ferromagnet on the square lattice [107] in the ( $p, s_{1}, s_{2}$ ) space for $q=2$. The attractors of the paramagnetic ( P ) and ferromagnetic ( F ) phases are represented by o. The fully unstable and semi-stable fixed points are denoted by $\bullet$ and
respectively. The critical surface is invariant under the $\left(p, s_{1}, s_{2}\right) \rightarrow\left(1-p, s_{2}, s_{1}\right) \rightarrow$ ( $p, 1-s_{1}, 1-s_{2}$ ) transformations and depends very slightly on $q$ (let us say for $q \geq 1$ ) and on the $R G$ linear scaling factor $b$. The twisted H -like region determined by $\left(s_{1}=s_{2}=\frac{1}{2} \forall p\right),\left(s_{1}=\frac{1}{2}, p=0, \forall s_{2}\right)$ and $\left(s_{2}=\frac{1}{2}, p=1, \forall s_{1}\right)$ corresponds to the pure ferromagnet; the $p=\frac{1}{2}$ line constitutes an invariant subspace corresponding to the equal concentration model.

Fig. 37 - $R G_{21}$ critical temperature of the quenched bond-mixed q-state Potts ferromagnet on the square lattice [107] as a function of $J_{2}$-concentration $p$ for typical values of $q$ and $J_{1} / J_{2}$ (numbers parametrizing curves).

Fig. 38 - Position of the fixed points which attract almost every point of the critical surface as a function of $q$ for the quenched bond mixed Potts ferromagnet on the square latice [107] using the $R G_{21}(b=2)$ and $R G_{31}(b=3)$ approximations.

Fig. 39-q-dependence of the $R G_{21}(b=2)$ pure (full line) and random (dot-dashed line) critical exponents $\nu_{t}$ and $\nu_{r}$ for the quenched bond mixed Potts ferromagnet on the square lattice [107]. $q^{*}$ denotes the bifurcation value of $q$ (see Fig 38); for $b=2, q^{*} \simeq 5.3$. The dashed line represents the exact result for the pure ferromagnet (see eq. (36)) where it was assumed that $q^{*}=2$.

Fig. 40-q-dependence of the $R G_{b 1}(b=2$ and 3$)$ approximation for the pure to random crossover critical exponent $\phi_{t}$ for the quenched bond mixed Potts ferromagnet on the square lattice [107]. $q^{*}$ denotes the bifurcation value of $q$.

Fig. 41 - Variations of the bifurcation value $q^{*}$ and of the value $q_{c}$ of $q$ for which $\alpha_{t}=0$ as functions of the inverse of the $R G$ linear scaling factor $b$ for the quenched mixed Potts ferromagnet on the generalized Wheatstone-bridge hierarchical lattices. The dashed lines are speculative ones assuming the Harris criterion to be recovered (i.e., $\left.q^{*}=q_{c}=2\right)$ in the $b \rightarrow \infty$ limit.

Fig. 42 - Portion of a square lattice of double opposite-directed bonds which have independent occupancy probabilities $p$ ("up" and "right"-directed) and $q$ ("down" and "left"-directed).

Fig. 43-RG $G_{21}$ approximation for the flow diagram and critical frontier of the double opposite-directed bond percolation on the square lattice [28]. The attractors of the double-way percolating $\left(P_{+-}\right)$, two single-way percolating (up-and right- directed $P_{+}$; down-and left-directed $P_{-}$) and non-percolating (NP) phases are represented by $\boldsymbol{\square}$. The semi-stable and the fully unstable fixed points are denoted by $\bullet$ and $\circ$ respectively. The arrows indicated the direction of flow under renormalization.

Fig. 44-RG $G_{21}$ approximation for the flow diagram and critical frontier at $T=0^{0} \mathrm{~K}$ for the frustrated Ising model (without dilution) on a square lattice [195]. ■ denote the attractors of the ferromagnetic (F), antiferromagnetic (AF) and spin-glass (SG) phases. The semi-stable and the fully unstable fixed points are represented by and $\circ$ respectively. The arrows indicate the direction of flow under renormalization. The flows are symmetric under the transformation $p \longleftrightarrow q$.

Fig. 45-RG $G_{21}$ approximation for the phase diagram at $T=0^{\circ} \mathrm{K}$ for the quenched bondrandom frustrated Ising model on a square lattice [195]. ■ denote the attractors of the ferromagnetic (F), antiferromagnetic (AF), paramagnetic ( P ) and spin-glass (SG) phases. The semi-stable and fully unstable fixed points are represented by and $\circ$ respectively.

Fig. 46 - The $s=0$ cut of Fig. 45 which corresponds to its non-invariant subspace $p+q+r=1$.

Fig. 47- $R G_{21}$ approximation for the flow and phase diagrams for the isotropic $N$ component cubic ferromagnet on the square lattice for different values of $N$ [46]. P, F and I denote the paramagnetic, ferromagnetic and intermediate phases respectively. (a) Flow and phase diagram in the transmissivity $\left(t_{1}, t_{2}\right)$ space (defined in eq. (248)). The arrows indicate the $R G$ flow; the full squares and the full circles respectively indicate stable and unstable fixed points. The line $t_{1}=t_{2}$ corresponds to the $2 N$ state Potts model. (b) Phase diagram in the $\left(k_{B} T / J_{1},\left(J_{1}+J_{2}\right) / J_{1}\right)$ space. The dashed lines are asymptotes.

Fig. 48 - N-dependences of the thermal correlation length critical exponent $\nu_{T}$ and of
the crossover exponent $\phi$ within the $R G_{21}$ approximation [46] for the: (a) 2 N -state Potts ferromagnet on the square lattice; (b) N-component cubic ferromagnet on the square lattice. In the $N \rightarrow 0$ limit, which corresponds to the self-avoiding walk (SAW), it was found that $\nu_{T}(0)=\ln 2 / \ln (4-\sqrt{3}) \simeq 0.85$.

Fig. 49-q-dependences of the thermal (a) $y_{T}\left(y_{T}=\nu_{T}^{-1}\right)$ and magnetic (b) $y_{h}\left(y_{h}=\right.$ $(d+2-\eta) / 2)$ anomalous dimensions for the $q$-state Potts ferromagnet on the square lattice within the phenomenological $R G$ approximation [295, 296]. The error bars refer to $q=4$ only. The full lines represent the exact results for $y_{T}$ [91] and $y_{h}$ [92]. The scales on the right refer to the critical exponents $\alpha=2\left(1-y_{T}^{-1}\right)$ (a) and $\delta=y_{h} /\left(2-y_{h}\right)(\mathrm{b})$.

Fig. $50-b=1,2$ and 5 clusters of spins on the square lattice corresponding to graphs from the Wheatstone-bridge family with chemical length $b$ (see Fig. 11 (a)-(d)).

Fig. $51-R G_{b 1}$ approximations [298] $(b=2(\mathrm{a}), b=5(\mathrm{~b}))$ for the specific heat as a function of the inverse reduced temperature $K$ for the $d=2$ Ising ferromagnet $(q=2)$. The arrows and the dotted curves indicate the exact critical point $K_{c}$ and the exact result [6] respectively.

Fig. 52 - $R G_{b 1}$ approximations [298] for the specific heat as a function of the inverse reduced temperature $K$ for the $d=2 q$-state Potts ferromagnet (dotted curve: $b=2$ and $q=1.4$; full curve: $b=5,4$ and 3 if $q=2,3$ and 4 respectively). The arrows indicate the exact critical points; the downwards arrow indicates the critical point associated with the $q \rightarrow 1$ limit ( $C$ vanishes for all $K$ in this limit).

Fig. 53-The $d=b=2$ RG percolation 'specific heat' $\left.C_{p} \equiv k_{B}^{-1}\left(\partial C / \partial_{q}\right)\right|_{q=1}[298]$ as a function of the bond occupancy probability $p \equiv 1-e^{-K}$. The arrow indicates the exact critical point.

Fig. 54 - Successive $R G_{b b^{\prime}}$ approximations [228] for the thermal behavior of the magnetization for the Ising ( $q=2$ ) ferromagnet on the square lattice. For comparison the exact result [332] is also shown.

Fig. 55- $R G_{21}$ approximation [228] for the thermal behavior of the magnetization for the $q$-state Potts ferromagnet on the square lattice for typical values of $q$.

Fig. 56 - Amplitude $A$ (defined in eq. (335)) of the critical behavior of the magnetization for the Potts ferromagnet on the square lattice as functions of $q$ within successive $R G_{b b^{\prime}}$ approximations [228]. The broken lines are indicative and have been used when the calculation was available only for integer values of $q$. For comparison, the exact result [332] for $A$ in the Ising case $(q=2)$ is also shown.

Fig. 57- $R G_{b 1}$ approximations [161] for the thermal behavior of the longitudinal reduced surface tension $\gamma \equiv \gamma(T) / \gamma(0)$ for the Ising $(q=2)$ ferromagnet on the square lattice. The dashed line corresponds to the exact result [6]. The curves are out of scale (in fact, they are all much closer to the exact result).

Fig. 58 - Cluster size dependence of the $R G_{b 1}$ coefficients $A_{b 1}$ (defined in eq. (339)) of the critical behavior of the longitudinal reduced surface tension for the Ising ferromagnet on the square lattice [161]. The arrow points to the exact result $A=2$ [6].

Fig. $59-R G_{b 1}$ approximations [302] for the thermal behavior of the inverse of correlation length $\xi^{-1}$ for the Ising $(q=2)$ ferromagnet on the square lattice. For comparison, the exact result $[6,303,5]$ is also shown (dashed line).

Fig. $60-R G_{41}$ approximations $(b=4)[302]$ for the thermal behavior of the inverse of correlation lenght $\xi^{-1}$ for the $q$-state Potts ferromagnet on the square lattice for typical values of $q$.

Fig. 61 - A typical phase diagram of a semi-infinite ferromagnet with respective bulk and surface coupling constants $J_{B}$ and $J_{S} . B F, S F$ and $P$ denote the bulk ferromagnetic, surface ferromagnetic and paramagnetic phases respectively. All three phases join at the surface-bulk multicritical point (special transition). The non-vertical dashed line corresponds to the limiting case where the surface is completely disconnected from the bulk volume.

Fig. 62 - Free surface $R G$ cell; the respective dashed and full lines are bonds associated with the surface $J_{S}$ and bulk $J_{B}$ coupling constants. The arrows are located at the entry and exit nodes (which will generate the two roots of the associated graph).

Fig. 63 - Flow and phase diagrams for the semi-infinite Ising $(q=2)$ ferromagnet on the simple cubic lattice in the transmissivities space $\left(t_{S}, t_{B}\right)$ within the extrapolated $R G$ approximation of ref. [138]. $B F, S F$ and $P$ refer to the bulk ferromagnetic, surface ferromagnetic and paramagnetic phases respectively. ■, ○ and • denote trivial (fully stable), multicritical (unstable) and critical (semi-stable) fixed points respectively. The broken lines are indicative.

Fig. 64-q-dependences of $\Delta_{c}$ and its extrapolated value $\Delta_{c}^{*}$ within the RG approximation of ref. [138]. ■, o, $\phi$ and $\square$ represent the $q=2$ respective results obtained by mean field approximation (see [297] and references therein), and in refs. [333], [334] and [335].

Fig. 65 - $q$-dependences of $A$ (defined in eq. (354)), its extrapolated value $A^{*}$ and the crossover exponent $\phi$ (defined in eq. (354)) within the $R G$ approximation of ref. [138]. - and o represent the respective results of [336] and [334].

Fig. 66 - Phase diagrams of a semi-infinite cubic-lattice $q$-state Potts ferromagnet in the $\left(T_{c}(q) / T_{c}(2), \Delta\right)$ space for different values of $q$ within the extrapolated RG approximation of ref. [138]. $B F, S F$ and $P$ denote the respective bulk ferromagnetic, surface and paramagnetic phases.

Fig. 67 - The initial steps of construction of different b-sized d-dimensional generalized diamond-like and tress-like hierarchical lattices. The roots (1 and 2) and internal sites are represented by empty and full dots respectively.

Fig. 68-Critical fixed points $t_{b b^{\prime}}^{*}$ (a) and critical exponent $\nu$ (b) as functions of the linear size $b$ for fixed $b^{\prime}=1$ and $b^{\prime}=b-1$ for the Ising ferromagnet on the $d=2$ diamond-like and tress-like hierarchical lattices within the $R G_{b b^{\prime}}$ approach [143]. The dot-dashed line corresponds to the exact result for the Ising ferromagnet on the square lattice.

Fig. 69 - Dependences of the critical fixed point $t^{*}$ on $q$ and $d$ within the $R G_{21}$ approach [143] for the $q$-state Potts ferromagnet on d-dimensional diamond-like ((a), (b)) and tress-like ((c), (d)) hierarchical lattices. The dot-dashed curves ((a), (c)) refer to the exact results for the Potts ferromagnet on the square lattice. In (b) and (d) the results corresponding to the Ising ferromagnet on the d-dimensional hypercubic lattice have been included for comparison, the dashed line being a guide to the eye.

Fig. 70-Dependence of the critical exponents $\nu$ on $q$ and $d$ within the $R G_{21}$ approach [143] for the q-state Potts ferromagnet on d-dimensional diamond-like and tress-like hierarchical lattices (one and the same for both diamond and tress types). (a) $\nu$ against $q$ for typical values of $d$; the dot-dashed curve refers to the exact result for the square lattice. (b) $\nu$ against $d$ for typical values of $q$; the results corresponding to the Ising ferromagnet on the d-dimensional hypercubic lattice have been included for comparison, the dashed line being a guide to the eye.

Fig. 71 - Illustration, for the linear size $b=2$, of the unequalities among the Potts equivalent transmissivities between the roots 1 and 2 of the $d$-dimensional $(d=2,3)$ generalized Wheatstone-bridge, diamond-like and tress-like graphs.

Fig. 72 - Dependence of the critical point $t^{*}$ on $q$ and $d$ within the differential RG approach ( $b=^{\prime} 1$ and $b \rightarrow 1$ ) [143] for the $q$-state Potts ferromagnet on d-dimensional generalized diamond-like, tress-like and Wheatstone-bridge hierarchical lattices (one and the same for all of these hierarchical lattices). (a) $t^{*}$ as function of $q$ for different values of $d$ (the $d=2$ curve coincides with the exact one for the square lattice). (b) $t^{*}$ against $d$ for various values of $q$; the results corresponding to the Ising ferromagnet on d-dimensional hypercubic lattices have been included for comparison, the dashed line being a guide to the eye.

Fig. 73 - Dependence of the critical exponent $\nu$ on $q$ and $d$ within the differential RG approach ( $b^{\prime}=1$ and $b \rightarrow 1$ ) [143] for the $q$-state Potts ferromagnet on d-dimensional generalized diamond-like, tress-like and Wheatstone-bridge hierarchical lattices (one and the same for all of these hierarchical lattices). (a) $\nu$ as function of $q$ for various values of $d$ (the exact result for the square lattice is represented by a dot-dashed
line). (b) $\nu$ against $d$ for different values of $q$; the results corresponding to the Ising ferromagnet on d-dimensional hypercubic lattices have been included for comparison, the broken line being a guide to the eye.

## TABLE CAPTIONS

TABLE I - Exact values [111] for the $p=1$ slopes of the bond-dilute $q$-state Potts ferromagnet on the triangular and honeycomb lattices for different values of $q$.

TABLE II - All non-equivalent configurations of the $d=b=2$ Wheatstone-bridge graph (where each bond is either a ferro-precollapsed (dotted line) or an antiferroprecollapsed (dashed line) one) and their corresponding ground-state energies $E^{(\ell)} /|J|$ and degeneracies $g^{\ell}(\ell=F, A F)$ when the rooted spins are in the same state (F configuration) or in different states (AF configuration). The resulting equivalent bond according to rule (208) is also given (the wavy line corresponding to a frustrated bond). The open (full) dots correspond to the roots (internal vertices).

TABLE III - Family of two-rooted graphs with finite chemical length $b$ and $N$ incident edges on each root used to treat spin models on the square lattice. The $b \rightarrow \infty$ limit corresponds to infinite strips with width $N$, very common in the phenomenological $R G$ approach.

TABLE IV - The non-vanishing $\left\{n_{i}(q), d_{i}(q)\right\}$ coefficients which appear in the equivalent transmissivities (see eq. 270)) between the roots 1 and 2 of the $q$-state Potts model on the generalized $d=2 b$-sized Wheatstone-bridge graphs (shown in Figs. 11(a)-(d)) whose iterations lead to hierarchical lattices with fractal dimensions $d_{f}=\ln \left[b^{2}+(b-1)^{2}\right] / \ln b$ for different values of $b$. They satisfy, according to Eq. (124), $\sum_{i} n_{i}(q)=1+\sum_{i} d_{i}(q)=q^{c}$ where $c=b(b-1)$.

TABLE V - The $\left\{a_{i}, b_{i}\right\}$ coefficients [107] which appear in the expression of $\lambda_{b} \equiv\left[\frac{d T_{12}\left(t, G_{b}\right)}{d t}\right]_{t=1 /(\sqrt{q}+1)}$ (see eq. (272)) as function of $q$ in the $q$-state Potts model, using as cells the generalized $d=2 b$-sized Wheatstone-bridge graphs, for different values of $b$.

TABLE VI - $R G_{b b^{\prime}}$ approximations $\nu_{b b^{\prime}}$ for the critical exponent $\nu$ of the $q$-state Potts model on the square lattice, using as cells the generalized $d=2 b$-sized Wheatstonebridge graphs, for different values of $b, b^{\prime}$ and $q(q=1,2,3,4)$. The asymptotic be-
haviors for $q \rightarrow 0$ and $q \rightarrow \infty$ (the latter one being equal to $\left.\ln \left(b / b^{\prime}\right) / \ln \left\{\left[b^{2}+(b-1)^{2}\right] /\left[b^{\prime 2}+\left(b^{\prime}-1\right)^{2}\right]\right\}\right)$ are also included.

TABLE VII - $R G_{b b^{\prime}}$ approximations $\nu_{b b^{\prime}}$ for the critical exponent $\nu$ of the $q$-state Potts model on the square lattice, using as cells those shown in Fig. 27, for different values of $b, b^{\prime}$ and $q(q=1,2,3,4)$. The asymptotic behaviors for $q \rightarrow 0$ and $q \rightarrow \infty$ are also included.

TABLE VIII - Critical points $\left(k_{B} T_{c} / q J_{x}\right)$ for the $q$-state anisotropic Potts ferromagnet on the simple cubic lattice [104] for $q=1$ (a), 2 (b) and $3(c): R G$ (top) and extrapolated (bottom) values. * indicates exact results (see, for example, [3]) for the isotropic $d=2$ case; $\S[322], \&[323]$ and $\S \S[324]$ are series results for the isotropic $d=3$ case.

TABLE IX - Non-equivalent configurations of the $q$-state Potts ferromagnet on the graphs $G^{\prime}$ (a single edge) and $G$ (Wheatstone-bridge) with their corresponding total degeneracies (where the multiplying factor 2 accounts for the equivalent symmetric configuration), Boltzmann weigths and cluster magnetic momenta $m$ (where each spin contributes proportionally to its coordination number) necessary to calculate eq. (333). The spin at the root 1 (at the top) is fixed in the state $\sigma=0$ (noted $\uparrow$ ). represents the $(q-1)$ configurations different from $\uparrow$; denotes the $(q-2)$ configurations different from $\uparrow$ and $\boldsymbol{\square}$, while $\boldsymbol{\Delta}$ represents the $(q-3)$ configurations different from $\uparrow$, $\boldsymbol{\square}$ and $\bullet$.
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## TABLE I

| q | $\left[1 / T_{c}(1,0)\right]\left[T_{c}(p, 0) / d p\right]_{p=1}$ |  |
| :---: | :---: | :---: |
|  | triangular | honeycomb |
| 1 | 1.2472 | 1.7770 |
| 2 | 1.1877 | 1.5782 |
| 3 | 1.1506 | 1.4659 |
| 4 | 1.1246 | 1.3863 |



TABLE II

|  | $b=1$ | $\mathrm{b}=2$ | $\mathrm{b}=3$ | $\cdots$ | $b \rightarrow \infty$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N=1$ | $\longrightarrow$ | $\square \longrightarrow$ | $\cdots 0$ | ... | $\cdots$ |
| $N=2$ | $\sim$ | $\bigcirc$ | $\sim$ \% | $\ldots$ | 1713: |
| $N=3$ | $\longrightarrow$ | $\propto:>$ | $<i>0$ | $\ldots$ | \%\}? |
| $\vdots$ | $\vdots$ | : | : | $\cdots$ | ; |
| $N \rightarrow \infty$ |  |  |  | $\ldots$ |  |

TABLE III
TABLE IV

| $\frac{1}{\|c\|} \mathrm{i}=11$ | $\mathrm{i}=12$ |  |
| :---: | :---: | :---: |
| $4 \mathrm{q}^{4}+123 \mathrm{q}^{3}-952 \mathrm{q}^{2}+2287 \mathrm{q}-1814$ | $66 \mathrm{q}^{4}-593 \mathrm{q}^{3}+2098 \mathrm{q}^{2}+3430 \mathrm{q}+2157$ | $13 \mathrm{q}^{5}-144 \mathrm{q}^{4}+671 \mathrm{q}^{3}-1646 \mathrm{q}^{2}+2115 \mathrm{q}-1126$ |
| $7 \mathrm{q}^{4}+51 \mathrm{q}^{3}-394 \mathrm{q}^{2}+722 \mathrm{q}-386$ | $57 \mathrm{q}^{4}-445 \mathrm{q}^{3}+1275 \mathrm{q}^{2}-1565 \mathrm{q}+678$ | $13 \mathrm{q}^{5}-135 \mathrm{q}^{4}+559 \mathrm{q}^{3}-1143 \mathrm{q}^{2}+1138 \mathrm{q}-432$ |

[^0]

| $i=19$ |
| :---: |
| $87 q^{8}+4285 q^{7}-26238 q^{6}-140672 q^{5}+1824305 q^{4}-7464757 q^{2}+15608746 q^{2}-16973756 q+7651698$ |
| $99 q^{8}+4103 q^{7}-29850 q^{6}-46852 q^{5}+1019541 q^{4}-3949731 q^{3}+7178591 q^{2}-6394125 q+2218224$ |


| $4 q^{9}+1028 q^{8}+6500 q^{7}-246724 q^{6}+2054996 q^{5}-8881126 q^{4}+22970358 q^{3}-36171342 q^{2}+32253346 q-12552920$ |
| :---: |
| $4 q^{9}+1058 q^{8}+4344 q^{7}-201644 q^{6}+1606302 q^{5}-6374287 q^{4}+14624520 q^{3}-19679347 q^{2}+14365400 q-4346350$ |


| $1=21$ |
| :---: |
| $122 q^{2}+5989 q^{8}-127505 q^{7}+1079972 q^{6}-5256762 q^{5}+16379224 q^{4}-33640406 q^{3}+44528257 q^{2}-34679637 q+12125080$ |
| $126 q^{9}+5659 q^{8}-118615 q^{7}+965442 q^{6}-4420696 q^{5}+12639636 q^{4}-23131342 q^{3}+26357308 q^{2}-16971664 q+4674146$ |


|  |
| :---: |
| $6 q^{10}+1766 q^{9}-36046 q^{8}+329374 q^{7}-1804692 q^{6}+6569486 q^{5}-16516720 q^{4}+29705648 q^{3}-33237963 q^{2}+23217473 q-7426454$ |
| $6 q^{10}+1750 q^{9}-35266 q^{8}+314870 q^{7}-1661769 q^{6}+5718748 q^{5}-13278244 q^{4}+20718687 q^{3}-20831606 q^{2}+12151880 q-3099056$ |

[^1]
table v


| $\mathrm{b}=4$ | 141113527133368 <br> 48157988221974 | 122475851169593 <br> 36100260892173 | 88012263034920 <br> 22438276696524 | 52807853404826 11660435998306 | 26600381596312 <br> 5093660852058 | 12282937714602 <br> 1876055420530 | 4033410386968 <br> 583142336798 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }_{\text {a }}^{\mathrm{a}_{7}}$ | ${ }_{\substack{a_{8} \\ b_{8}}}$ | ${ }_{\text {ag }}^{\text {a }}$ | ${ }_{\substack{1 \\ a_{10} \\ b_{0}}}$ | ${ }_{\substack{a_{11} \\ \mathrm{~b}_{11}}}$ | ${ }^{\text {a }} 12$ | ${ }^{a_{13}}$ |



## TABLE VI

|  | $\begin{array}{\|l\|} \hline \mathrm{b} \\ \mathrm{~b} \\ \hline \end{array}$ | 2 | 3 | 4 | 5 | Square lattice <br> (exact) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{q} \rightarrow 0 \\ & \mathrm{q}=1 \\ & \mathrm{q}=2 \\ & \mathrm{q}=3 \\ & \mathrm{q}=4 \\ & \mathrm{q} \rightarrow \infty \end{aligned}$ | 1 | $\begin{gathered} \frac{4 \ln 2}{\sqrt[3]{q}} \cong \frac{0.924}{\sqrt{q}} \\ 1.428 \\ 1.149 \\ 1.024 \\ 0.948 \\ \frac{\ln 2}{\ln 5} \cong 0.431 \end{gathered}$ | $\begin{gathered} \frac{9 \ln 3}{11 \sqrt{q}} \cong \frac{0.899}{\sqrt{q}} \\ 1.380 \\ 1.109 \\ 0.988 \\ 0.916 \\ \frac{\ln 3}{\ln 13} \cong 0.428 \end{gathered}$ | $\begin{aligned} & \frac{56 \ln 4}{87 \sqrt{q}} \cong \frac{0.892}{\sqrt{q}} \\ & 1.363 \\ & 1.095 \\ & 0.975 \\ & 0.903 \\ & \frac{\ln 4}{\ln 25} \cong 0.431 \end{aligned}$ | $\begin{gathered} ? \\ 1.355 \\ 1.088 \\ 0.968 \\ 0.897 \\ \frac{\ln 5}{\ln 41} \cong 0.433 \end{gathered}$ | $\begin{aligned} & \frac{\pi}{3 \sqrt{q}} \cong \frac{1.047}{\sqrt{q}} \\ & 4 / 3 \cong 1.33 \\ & 1 \\ & 5 / 6 \cong 0.833 \\ & 2 / 3 \cong 0.667 \end{aligned}$ |
| $\begin{array}{\|l\|} \hline q \rightarrow 0 \\ q=1 \\ q=2 \\ q=3 \\ q=4 \\ q \rightarrow \infty \end{array}$ | 2 |  | $\begin{gathered} \frac{36 \ln (3 / 2)}{17 \sqrt{q}} \cong \frac{0.859}{\sqrt{q}} \\ 1.305 \\ 1.048 \\ 0.933 \\ 0.865 \\ \frac{\ln (3 / 2)}{\ln (13 / 5)} \cong 0.424 \end{gathered}$ | $\begin{gathered} \frac{56 \ln (4 / 2)}{45 \sqrt{q}} \cong \frac{0.863}{\sqrt{q}} \\ 1.303 \\ 1.046 \\ 0.931 \\ 0.862 \\ \frac{\ln (4 / 2)}{\ln (25 / 5)} \cong 0.431 \end{gathered}$ | $\begin{gathered} ? \\ 1.305 \\ 1.046 \\ 0.930 \\ 0.861 \\ \frac{\ln (5 / 2)}{\ln (41 / 5)} \cong 0.435 \end{gathered}$ | $\begin{aligned} & \frac{\pi}{3 \sqrt{g}} \cong \frac{1.047}{\sqrt{q}} \\ & 4 / 3 \cong 1.33 \\ & 1 \\ & 5 / 6 \cong 0.833 \\ & 2 / 3 \cong 0.667 \end{aligned}$ |
| $\begin{aligned} & \mathrm{q} \rightarrow 0 \\ & \mathrm{q}=1 \\ & \mathrm{q}=2 \\ & \mathrm{q}=3 \\ & \mathrm{q}=4 \\ & \mathrm{q} \rightarrow \infty \end{aligned}$ | 3 |  |  | $\begin{gathered} \frac{504 \ln (4 / 3)}{167 \sqrt{7}} \cong \frac{0.868}{\sqrt{q}} \\ 1.301 \\ 1.043 \\ 0.928 \\ 0.859 \\ \frac{\ln (4 / 3)}{\ln (25 / 13)} \cong 0.440 \end{gathered}$ | $\begin{gathered} ? \\ 1.306 \\ 1.044 \\ 0.928 \\ 0.858 \\ \frac{\ln (5 / 3)}{\ln (41 / 13)} \cong 0.445 \end{gathered}$ | $\begin{aligned} & \frac{\pi}{3 \sqrt{\natural}} \cong \frac{1.047}{\sqrt{q}} \\ & 4 / 3 \cong 1.333 \\ & 1 \\ & 5 / 6 \cong 0.833 \\ & 2 / 3 \cong 0.667 \end{aligned}$ |
| $\begin{aligned} & \mathrm{q} \rightarrow 0 \\ & \mathrm{q}=1 \\ & \mathrm{q}=2 \\ & \mathrm{q}=3 \\ & \mathrm{q}=4 \\ & \mathrm{q} \rightarrow \infty \end{aligned}$ | 4 | $\begin{aligned} & - \\ & - \\ & - \\ & - \\ & - \\ & - \end{aligned}$ |  |  | $\begin{gathered} ? \\ 1.311 \\ 1.046 \\ 0.928 \\ 0.857 \\ \frac{\ln (5 / 4)}{\ln (41 / 25)} \cong 0.451 \end{gathered}$ | $\begin{aligned} & \frac{\pi}{3 \sqrt{9}} \cong \frac{1.047}{\sqrt{9}} \\ & 4 / 3 \cong 1.333 \\ & 1 \\ & 5 / 6 \cong 0.833 \\ & 2 / 3 \cong 0.667 \end{aligned}$ |

## TABLE VII

|  | $\mathrm{RG}_{31}$ | $\mathrm{RG}_{51}$ | $\mathrm{RG}_{53}$ | Square lattice <br> (exact) |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{q} \rightarrow 0$ | $\frac{45 \ln 3}{25 \sqrt{q}} \cong \frac{0.951}{\sqrt{q}}$ | $\frac{3625 \ln 5}{5996 \sqrt{q}} \cong \frac{0.973}{\sqrt{q}}$ | $\frac{32625 \ln (5 / 3)}{16264 \sqrt{q}} \cong \frac{1.025}{\sqrt{q}}$ | $\frac{\pi}{3 \sqrt{q}} \cong \frac{1.047}{\sqrt{q}}$ |
| $\mathrm{q}=1$ | 1.652 | 1.610 | 1.527 | $4 / 3$ |
| $\mathrm{q}=2$ | 1.369 | 1.317 | 1.218 | 1 |
| $\mathrm{q}=3$ | 1.244 | 1.188 | 1.082 | $5 / 6$ |
| $\mathrm{q}=4$ | 1.170 | 1.110 | 1.000 | $2 / 3$ |
| $\mathrm{q} \rightarrow \infty$ | $\frac{\ln 3}{\ln 5} \cong 0.683$ | $\frac{\ln 5}{\ln (69 / 5)} \cong 0.613$ | $\frac{\ln (5 / 3)}{\ln (69 / 25)} \cong 0.503$ | - |

TABLE VIII

| (a) $\mathrm{q}=1$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{J}_{y} / \mathrm{J}_{x} \\ & \mathrm{~J}_{z} / \mathrm{J}_{x} \end{aligned}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| 0 | 0 | 0.5548 | 0.7112 | 0.8349 | 0.9421 | 1.0390 | 1.1287 | 1.2129 | 1.2928 | 1.3692 | 1.4427 |
|  | 0 | 0.5548 | 0.7112 | 0.8349 | 0.9421 | 1.0390 | 1.1287 | 1.2129 | 1.2928 | 1.3692 | 1.4427* |
| 0.1 | - | 1.0592 | 1.2643 | 1.4255 | 1.5646 | 1.6896 | 1.8047 | 1.9125 | 2.0145 | 2.1117 | 2.2049 |
|  | - | 1.0229 | 1.2104 | 1.3612 | 1.4934 | 1.6139 | 1.7260 | 1.8317 | 1.9322 | 2.0284 | 2.1210 |
| 0.2 | - | - | 1.4912 | 1.6689 | 1.8216 | 1.9584 | 2.0840 | 2.2013 | 2.3121 | 2.4174 | 2.5183 |
|  | - | - | 1.4061 | 1.5636 | 1.7024 | 1.8293 | 1.9479 | 2.0601 | 2.1670 | 2.2696 | 2.3686 |
| 0.3 | - | - | - | 1.8592 | 2.0223 | 2.1682 | 2.3019 | 2.4266 | 2.5440 | 2.6557 | 2.7625 |
|  | - | - | - | 1.7259 | 1.8690 | 2.0002 | 2.1231 | 2.2394 | 2.3506 | 2.4575 | 2.5607 |
| 0.4 | - | - | - | - | 2.1942 | 2.3476 | 2.4882 | 2.6190 | 2.7421 | 2.8591 | 2.9708 |
|  | - | - | - | - | 2.0158 | 2.1504 | 2.2766 | 2.3963 | 2.5107 | 2.6209 | 2.7273 |
| 0.5 | - | - | - | - | - | 2.5078 | 2.6543 | 2.7905 | 2.9186 | 3.0402 | 3.1563 |
|  | - | - | - | - | - | 2.2882 | 2.4172 | 2.5397 | 2.6569 | 2.7698 | 2.8789 |
| 0.6 | - | - | - | - | - | - | 2.8061 | 2.9472 | 3.0798 | 3.2055 | 3.3256 |
|  | - | - | - | - | - | - | 2.5489 | 2.6739 | 2.7935 | 2.9088 | 3.0203 |
| 0.7 | - | - | - | - | - | - | - | 3.0927 | 3.2294 | 3.3590 | 3.4826 |
|  | - | - | - | - | - | - | - | 2.8012 | 2.9232 | 3.0406 | 3.1543 |
| 0.8 | - | - | - | - | - | - | - | - | 3.3699 | 3.5031 | 3.6300 |
|  | - | - | - | - | - | - | - | - | 3.0472 | 3.1667 | 3.2824 |
| 0.9 | - | - | - | - | - | - | - | - | - | 3.6395 | 3.7696 |
|  | - | - | - | - | - | - | - | - | - | 3.2882 | 3.4057 |
| 1.0 | - | - | - | - | - | - | - | - | - | - | 3.9026 |
|  | - | - | - | - | - | - | - | - | - | - | 3.5250 § |

TABLE VIII

| (b) $\mathrm{q}=2$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{J}_{y} / \mathrm{J}_{x} \\ & \mathrm{~J}_{z} / \mathrm{J}_{x} \end{aligned}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| 0 | 0 | 0.4529 | 0.5708 | 0.6644 | 0.7462 | 0.8205 | 0.8897 | 0.9550 | 1.0172 | 1.0769 | 1.1346 |
|  | 0 | 0.4529 | 0.5708 | 0.6644 | 0.7462 | 0.8205 | 0.8897 | 0.9550 | 1.0172 | 1.0769 | 1.1346* |
| 0.1 | - | 0.7276 | 0.8578 | 0.9631 | 1.0555 | 1.1398 | 1.2183 | 1.2925 | 1.3631 | 1.4309 | 1.4964 |
|  | - | 0.6993 | 0.8165 | 0.9141 | 1.0018 | 1.0828 | 1.1591 | 1.2316 | 1.3012 | 1.3682 | 1.4332 |
| 0.2 | - | - | 0.9967 | 1.1090 | 1.2075 | 1.2972 | 1.3806 | 1.4593 | 1.5341 | 1.6059 | 1.6751 |
|  | - | - | 0.9323 | 1.0299 | 1.1184 | 1.2009 | 1.2792 | 1.3540 | 1.4261 | 1.4958 | 1.5634 |
| 0.3 | - | - | - | 1.2270 | 1.3304 | 1.4243 | 1.5116 | 1.5939 | 1.6721 | 1.7470 | 1.8192 |
|  | - | - | - | 1.1275 | 1.2164 | 1.2998 | 1.3791 | 1.4553 | 1.5289 | 1.6002 | 1.6696 |
| 0.4 | - | - | - | - | 1.4379 | 1.5355 | 1.6262 | 1.7115 | 1.7926 | 1.8702 | 1.9449 |
|  | - | - | - | - | 1.3058 | 1.3898 | 1.4700 | 1.5472 | 1.6219 | 1.6944 | 1.7652 |
| 0.5 | - | - | - | - | - | 1.6365 | 1.7301 | 1.8181 | 1.9018 | 1.9818 | 2.0588 |
|  | - | - | - | - | - | 1.4746 | 1.5556 | 1.6336 | 1.7092 | 1.7828 | 1.8546 |
| 0.6 | - | - | - | - | - | - | 1.8264 | 1.9169 | 2.0029 | 2.0851 | 2.1642 |
|  | - | - | - | - | - | - | 1.6373 | 1.7162 | 1.7927 | 1.8671 | 1.9399 |
| 0.7 | - | - | - | - | - | - | - | 2.0098 | 2.0979 | 2.1821 | 2.2630 |
|  | - | - | - | - | - | - | - | 1.7958 | 1.8732 | 1.9485 | 2.0221 |
| 0.8 | - | - | - | - | - | - | - | - | 2.1880 | 2.2741 | 2.3568 |
|  | - | - | - | - | - | - | - | - | 1.9513 | 2.0274 | 2.1019 |
| 0.9 | - | - | - | - | - | - | - | - | - | 2.3619 | 2.4463 |
|  | - | - | - | - | - | - | - | - | - | 2.1044 | 2.1796 |
| 1.0 | - | - | - | - | - | - | - | - | - | - | 2.5323 |
|  | - | - | - | - | - | - | - | - | - | - | $2.2556^{\text {\& }}$ |

TABLE VIII

| $(\mathrm{c})$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{J}_{y} / \mathrm{J}_{x}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| $\mathrm{~J}_{z} / \mathrm{J}_{x}$ | 0 | 0.4060 | 0.5066 | 0.5869 | 0.6572 | 0.7213 | 0.7813 | 0.8380 | 0.8923 | 0.9445 | 0.9950 |
| 0 | 0 |  |  |  |  |  |  |  |  |  |  |


| graph | degeneracy | weight | $m$ |
| :---: | :---: | :---: | :---: |
|  | 1 | $e^{q k^{\prime}}$ | $2 \mu$ |
| $\vdots$ | $q-1$ | 1 | $\left(1-\frac{1}{q-1}\right) \mu$ |


| ${ }^{\circ}$ | 1 | $e^{5 q K}$ | $10 \mu$ |
| :---: | :---: | :---: | :---: |
| $\stackrel{*}{*}$ | $2(q-1)$ | $e^{2 q k}$ | $\left(7-\frac{3}{9-1}\right) \mu$ |
| $\stackrel{\circ}{\circ}$ | q-1 | $e^{3 q K}$ | $\left(8-\frac{2}{9-1}\right) \mu$ |
| $\stackrel{\Delta}{\phi}$ | q-1 | $e^{q K}$ | (4- $\frac{6}{9-1}$ ) $\mu$ |
| $\stackrel{1}{*}$ | $(q-1)(q-2)$ | 1 | (4- $\left.\frac{6}{9-1}\right) \mu$ |
| $\stackrel{*}{*}$ | $2(q-1)$ | $e^{2 q K}$ | (5- $\frac{5}{q-1}$ ) $\mu$ |
| $\psi$ | $2(q-1)(q-2)$ | $e^{q K}$ | $\left(5-\frac{5}{9-1}\right) \mu$ |
|  | q-1 | $e^{3 q K}$ | $\left(2-\frac{8}{q-1}\right) \mu$ |
| $\dot{\phi}$ | $(q-1)(q-2)$ | $e^{q K}$ | $\left(2-\frac{8}{9-1}\right) \mu$ |
| $\dot{\phi}$ | $2(q-1)(q-2)$ | $e^{9 K}$ | (2- $\left.\frac{8}{q-1}\right) \mu$ |
| $\dot{\phi}$ | $(q-1)(q-2)(q-3)$ | 1 | $\left(2-\frac{8}{q-1}\right) \mu$ |

TABLE IX


[^0]:    $\mathrm{i}=13$

    |  | $\mathrm{i}=3$ | $\mathrm{i}=4$ | $\mathrm{i}=5$ | $\mathrm{i}=6$ | $\mathrm{i}=7$ | $\mathrm{i}=8$ |  |
    | :---: | :---: | :---: | :---: | :---: | :---: | :--- | :--- |
    | $\mathrm{~b}=4$ | $\mathrm{n}_{i}$ | 0 | 4 | 18 | $12 \mathrm{q}+18$ | $108-146$ | $34 \mathrm{q}^{2}+206 \mathrm{q}-428$ |
    |  | $\mathrm{~d}_{\mathrm{i}}$ | $6 \mathrm{q}-6$ | $10 \mathrm{q}-10$ | $4 \mathrm{q}^{2}-4 \mathrm{q}$ | $21 \mathrm{q}^{2}-33 \mathrm{q}+12$ | $2 \mathrm{q}^{3}+55 \mathrm{q}^{2}-111 \mathrm{q}+54$ | $20 \mathrm{q}^{3}+42 \mathrm{q}^{2}-164 \mathrm{q}+102$ |

[^1]:    

