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Abstract
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1 Introduction

In the last century Parisi and Wu introduced the stochastic quantization method [1]. The
main idea of the stochastic quantization is that a d-dimensional quantum system is equivalent
to a (d+ 1)-dimensional classical system including fluctuations effects into considerations. Some
of the most important papers in the subject can be found in Ref. [2]. A brief introduction to
the stochastic quantization can be found in the Refs. [3] and [4] and a complete review of the
stochastic quantization is given in the Ref. [5].

This program of stochastic quantization and the stochastic regularization was carried out
for generic fields defined in flat, Euclidean manifolds. It is important to observe that, since the
stochastic regularization is not an action regularization, this method preserves all the symmetries
of the theory under study. In the development of this program some authors applied this method
to linearized Euclidean gravity and also non-linearized gravity [6] [7] [8] [9] [10]. It is worth
pointing out here that we cannot expect that the method will improve the perburbative non-
renormalizability of quantum gravity. Working along such lines, we may observe that the study of
a situation which lies between these two extremes is missing. Therefore, before try to implement
the program in non-renormalizable models, a consistent logical step is to discuss an intermediate
situation between fields in flat spacetime and quantum gravity, i.e., the semiclassical theory,
which corresponds to the one-loop approximation to the totally quantized theory.

Since the stochastic quantization was originally introduced as an alternative quantization
method for fields defined in Euclidean space, our aim is to discuss the stochastic quantization of
scalar fields defined in a static curved manifold without event horizon and also in a flat manifold
with event horizon. The stochastic quantization is quite different from the other quantization
methods, therefore it can reveal new structural elements of a theory which so far have gone
unnoticed.

The method of stochastic quantization in flat spacetime with trivial topology can be summa-
rized by the following steps. First, starting from a field defined in Minkowski spacetime, after
analytic continuation to imaginary time, the Euclidean counterpart, i.e., the field defined in an
Euclidean space, is obtained. Second, it is introduced a monotonically crescent Markov parame-
ter, called in the literature ”fictitious time” and also a random noise field 7(7, z), which simulates
the coupling between the classical system and a heat reservoir. It is assumed that the fields de-
fined at the beginning in a d-dimensional Euclidean space also depends on the Markov parameter,
therefore the field and a random noise field are defined in a (d + 1)-dimensional manifold. One
starts with the system out of equilibrium at an arbitrary initial state. It is then forced into equi-
librium assuming that its evolution is governed by a Markovian Langevin equation with a white
random noise field [11] [12]. In fact, this evolution is described by a process which is stationary,
Gaussian and Markovian. Finally, the n-point correlation functions of the theory in the (d+ 1)-
dimensional space are defined by performing averages over the random noise field with a Gaussian
distribution, that is, performing the stochastic averages ( (71, 21)¢(72, 22)...0(Tn, Z5) )5- The n-
point Schwinger functions of the Euclidean d-dimensional theory are obtained evaluating these
n-point stochastic averages ( (71, 21)@(72, 22)...0(Tn, T) ), Wwhen the Markov parameter goes to
infinity (7 — 00), and the equilibrium is reached. This can be proved in different ways for the
particular case of Euclidean scalar field theory. One can use, for instance, the Fokker-Planck
equation [13] [14] associated with the equations describing the stochastic dynamic of the system.
A diagrammatical technique [15] has also been used to prove such equivalence.

The original method proposed by Parisi and Wu was extended to include theories with
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fermions [16] [17] [18]. The first question that appears in this context is if make sense the
Brownian problem with anticommutating numbers. It can be shown that, for massless fermionic
fields, there will not be a convergence factor after integrating the Markovian Langevin equation.
Therefore the equilibrium is not reached. One way of avoiding this problem is to introduce a
kernel in the Langevin equation describing the evolution of two Grassmannian fields.

Usually, the Parisi-Wu scheme of quantization applied to bosonic and fermionic fields con-
verges towards non-regularized theories. In order to obtain regularized stochastic diagrams, the
original stochastic process proposed by Parisi and Wu must be modified. One way is to replace
the Markovian process by a non-Markovian one [19] [20]. This can be done introducing a col-
ored noise in the Einstein relations [21] [22] [23] [24]. Recently, the stochastic quantization of
a self-interacting Ap* theory and the topological Chern-Simons theory was investigated by the
authors, using the Parisi-Wu scheme with a non-Markovian Langevin equation [25] [26].

Motivated by the problems that appear when one tries to implement this regularization
scheme in non-abelian gauge theories with Zwanziger’s gauge fixing [27] [28] [29], Bern et al
[30] derived a truly non-perturbative regularization procedure in QCD, still in the Markovian
scenario. They introduced a modified Langevin equation with a regulator multiplying the noise.
Therefore, the original Einstein relations and consequently the noise probability distribution are
maintained. This continuum regularization program was very successful in the invariant non-
perturbative regularization of all quantum field theories [31] [32] [33], including gauge theory,
gauge theory with fermions and gravity. In few words, the idea of any stochastic regularization
is to start from an interacting theory, then construct Langevin tree-graphs, where each leg of
which ends in a regularized noise factor. Since it is possible to obtain the loops of the theory by
contracting the noise factors, one ends up with a theory where every closed loop contains at least
some power of the regulator. With this modification, one can show that the system converges
towards a regularized theory. The next step to construct a finite theory is to use for example a
minimal-subtraction scheme in which the ultraviolet divergent contributions are eliminated.

The aim of this paper is to implement the stochastic quantization for the self-interacting
Ap* theory in a Riemannian manifold and also a flat manifold with event horizon, being more
specific, the Einstein [34] and the Rindler spacetime [35] [36] [37] [38]. Working along such lines,
Huang [39] have used this method to find the regularized stress-energy tensor associated to a
scalar field in an inhomogeneous spacetime. We would like to stress that although Brownian
motion on a manifold has been studied by the mathematicians, there are a few papers studying
Brownian motion in general manifolds. See for example the Ref. [40].

This quantization method differs from the others, the canonical and the path integral field
quantization, based in the Hamiltonian and the Lagrangian, respectively, in many aspects. The
method starts from a classical equation of motion, but not from Hamiltonian or Lagrangian, and
consequently can be used to quantize dynamical systems without canonical formalism. Further-
more, it is useful in situations where the others methods lead to difficult problems and can bring
us new important results.

For example, a quite important point in a regularization procedure is that it must preserve all
the symmetries of the unregularized lagrangian. Many authors have been stressed that a priori
we can not expect that a regularization independent proof of the renormalization of theories in a
curved background exists. The presence of the Markov parameter as an extra dimension lead us
to a regularization scheme, which preserves all the symmetries of the theory under study. Since
the stochastic regularization is not an action regularization, may be a way to construct such
proof. As a starting point of this program, we should calculate the two-point function up to the
first order level in the coupling constant A\ and apply the continuum stochastic regularization.
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Our results are to be compared with the usual ones in the literature.

The organization of the paper is the following: in section II we discuss the stochastic quanti-
zation for the (Ap*)y scalar theory in a d-dimensional Euclidean manifold. In section III we use
the stochastic quantization and the stochastic regularization to obtain the two-point Schwinger
function in the one-loop approximation in the Einstein manifold using the stochastic quantiza-
tion. In section IV we repeat the method for the case of the Rindler manifold, a non-simple
connected manifold in the Euclidean version. Conclusions are given in the section V. In the
appendix we sketch the general formalism to construct the maximal analytic extension of the
vacuum Schwarzschild solution. In this paper we use h =c=kg =G = 1.

2 Stochastic quantization for the (\y'); scalar theory: the
Euclidean case

In this section, we give a brief survey for the case of self-interacting scalar fields, implementing
the stochastic quantization and the continuum stochastic regularization theory up to the one-
loop level. Let us consider a neutral scalar field with a (Ap?*) self-interaction. The action that
usually describes a free scalar field is

solel = [ e (5000 + 3md (@) (1)

and the interacting part, defined by the non-Gaussian contribution, is

Silel = [ d'a g a). )

The simplest starting point of the stochastic quantization to obtain the Euclidean field theory
is a Markovian Langevin equation. Assume a flat Euclidean d-dimensional manifold, where we
are choosing periodic boundary conditions for a scalar field and also a random noise. In other
words, they are defined in a d-torus Q = T¢. To implement the stochastic quantization we
supplement the scalar field ¢(z) and the random noise n(z) with an extra coordinate 7, the
Markov parameter, such that ¢(x) — ¢(7,z) and n(xz) — n(7,z). Therefore, the fields and the
random noise are defined in a domain: T¢ x R). Let us consider that this dynamical system
is out of equilibrium, being described by the following equation of evolution:

0 S
E‘P(T, T) = _V(;)ho(x):cp(ﬁx) + (T, x), (3)

where 7 is a Markov parameter, n(7, x) is a random noise field and Sy is the usual free action
defined in Eq.(1). For a free scalar field, the Langevin equation reads

%@(7’, x) = —(—=A+mj)o(r, ) +n(r, 1), (4)

where A is the d-dimensional Laplace operator. The Eq.(4) describes a Ornstein-Uhlenbeck
process and we are assuming the Einstein relations, that is:

(n(7,2) )y =0, (5)
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20(1 — 7') 8%z — '),

bDl‘I‘-lVI‘-UlA/U(
and for the two-point correlation function associated with the random noise field

(n(r,z)n(7",2") )y
where ( ...),, means stochastic averages. In a generic way, the stochastic average for any functional

[ [dn)Fle]exp| 4 %o f droi(r,2) -

of ¢ given by F[p] is defined by
[l exp| 4 J s f dr ()]

(Fle])y =
Let us define the retarded Green function for the diffusion problem that we call G(7 — 7',z —2’).
The retarded Green function satisfies G(1 — 7',z —2’) = 0 if 7 — 7/ < 0 and also
9 2 / / d / /
a—-l—(—Ax—l—mO) G(r—1x—12")=0%x—2"o(r — 7). (8)
-
Using the retarded Green function and the initial condition ¢(7,z)|,—¢ = 0, the solution for
Eq.(4) reads
o(ra) = [Lar [ &% Gz~ x = (). (9)
0 Q
Let us define the Fourier transforms for the field and the noise given by (7, k) and n(7, k). We
have respectively
1 .
o(r, k) = ¥ / dx e= ™ p(1, 2), (10)
(2m)!
(11)

1 .
/ dx e (1, x).

and
T, k)=
n(r, k) (271_)%
Substituting Eq.(10) in Eq.(1), the free action for the scalar field in the (d+ 1)-dimensional space
(12)

writing in terms of the Fourier coefficients reads
1
Solip (] owmiray = 5 [ @'k o )(K® + mB)o(r, ).

Substituting Eq.(10) and Eq.(11) in Eq.(4) we have that each Fourier coefficient satisfies a
(13)

Langevin equation given by
9 2 2
E@(Ta k) = _(k +m0)30(7—7 k) +77(Ta k)

(n(r, k) >n =0

The solution for Eq.(13) reads
o(r, k) = exp (—(K + m)7) 9(0,k) + [ dr' exp (—(k* +md)(r = 7)) n(r' k). (14)
0
Using the Einstein relation, we get that the Fourier coefficients for the random noise satisfies
(15)
(16)

(n(r, k(T k") )y = 20(T — )6k + k).

and
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It is possible to show that ( (7, k)p(7', k') )ylr=r = D(k,k';7,7") is given by:

D(k;7,7) = (27)%5%(k + k")m (1 — exp (—27'(k2 + m%))) (17)

where we assume 7 = 7',
Now let us analyze the stochastic quantization for the (Ap?)y self-interaction scalar theory.
In this case the Langevin equation reads

Sri(ra) = ~(=A 4 )o(r, ) — 26%(7,2) + (7,2, (13)

The two-point correlation function associated with the random field is given by the Einstein
relations, while the other connected correlation functions vanish, i.e.,

(n(71, 21)n(72, T2).. 1 (Tok—1, T2k —1) )y = 0, (19)

and also

(71, 1)) (Tor, k) Yy = D (071, 21)0 (72, 22) Vo { (T, )0 (72, 20) )y (20)

where the sum is to be taken over all the different ways in which the 2k labels can be divided
into k parts, i.e., into k pairs. Performing Gaussian averages over the white random noise, it is
possible to prove that

1) p(22)...0(xy,) e 5@
TIHQO“O(H,$1)<P(72,$2)---80(Tm33n)>n: ldelel f)EfiEO] gsiag ) ’ (21)

where S(¢) = So(p) + Si(¢) is the d-dimensional action. This result leads us to consider the
Euclidean path integral measure a stationary distribution of a stochastic process. Note that the
solution of the Langevin equation needs a given initial condition. As for example

90(7_7 x)|7':0 = @O(x)' (22)

Let us use the Langevin equation to perturbatively solve the interacting field theory. One
way to handle the Eq.(18) is with the method of Green’s functions. We defined the retarded
Green function for the diffusion problem in the Eq.(8). Let us assume that the coupling constant
is a small quantity. Therefore to solve the Langevin equation in the case of a interacting theory
we use a perturbative series in A. Therefore we can write

(1, ) = 9O (1, 2) + AW (1, 2) + N2 (7, 2) + ... (23)

Substituting the Eq.(23) in the Eq.(18), and if we equate terms of equal power in A, the resulting
equations are

57+ =) |0 0) = (o), 24

o+ () [ r) = - (00()' (29
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and so on. Using the retarded Green function and assuming that ¢ (@ (1,2)|r=0 = 0, V¢, the
solution to the first equation given by Eq.(24) can be written formally as

0O (r,z) = / dT'/ d' G(r — 7', 2 — 2 (7, 2'). (26)
0 Q
The second equation given by Eq.(25) can also be solved using the above result. We obtain
1 T
oW(r,z) = ——/ dTl/ dy G(1 — 1,0 — 21)
3!'Jo Q

(/ dT'/ d' G(my — 7,21 — I’)U(T',x')> : (27)
0 0

We have seen that we can generate all the tree diagrams with the noise field contributions. We
can also consider the n-point correlation function ( (71, 21)@(72, 22)...0(Tn, Ty) )y Substituting
the above results in the n-point correlation function, and taking the random averages over the
white noise field using the Wick-decomposition property defined by Eq.(20) we generate the
stochastic diagrams. Each of these stochastic diagrams has the form of a Feynman diagram,
apart from the fact that we have to take into account that we are joining together two white
random noise fields many times. Besides, the rules to obtain the algebraic values of the stochastic
diagrams are similar to the usual Feynman rules.

As simple examples let us show how to derive the two-point function in the zeroth order
(o(71, z1)p(12, 22) >7(70), and also the first order correction to the scalar two-point-function given
by (@(71,21)¢(72, 22) ){V. Using the Eq.(9) and the Einstein relations we have

min(71,72)
(@(11, 21)0(T2, 2) >£,0) = 2/ o dT'/ d2' G(r, — 7,2y — )Gy — T/ 29 — 2').  (28)
0 Q
For the first order correction we get:
(p(X1)p(X2) >£;1) =

- —%(/ dX3/ 4X, <G(X1 ~X)G(Xs — Xa) + G(X1 — X3)G(Xs — X4)>

n(Xs) </ dXs5 G(Xy — X5)77(X5)>3>n- (29)

where, for simplicity, we have introduced a compact notation:

/0 "dr /Q Ay = / e (30)

and also ¢(7,z) = p(X) and finally n(r, z) = n(X).

The process can be repeated and therefore the stochastic quantization can be used as an
alternative approach to describe scalar quantum fields. Therefore, the two-point function up to
the first order level in the coupling constant A is given by

(o(T1, 1) (12, 22) ) = (a) + (b) + (c), (31)

where (a) is the zero order two-point function and (b) and (c) are given, respectively, by:

(b) = —% 5 (ky + /@)/ & /0 dr Gk — 7)D(k: 7, 7) D (ki 70, 7), (32)



b r=INE-Ulz/Ud {

(c) = —%5d(k1 + kg)/ ddk/: dr G(ky; 7o — 7)D(k; 7, 7) D(k1; 71, 7). (33)

These are the contributions in first order. A simple computation shows that we recover the
correct equilibrium result at equal asymptotic Markov parameters (77 = 75 — 00):

A 1 1 d 1

memwm——§5(m+kg%%+m@“ﬁ+k%+mﬁ)/dkﬁﬁiﬁg. (34)
Obtaining the Schwinger functions in the asymptotic limit does not guarantee that we gain a
finite physical theory. The next step is to implement a suitable regularization scheme. A crucial
point to find a satisfactory regularization scheme is to use one that preserves the symmetries
of the original model. The presence of the Markov parameter as an extra dimension lead us
to a new regularization scheme, the stochastic regularization method, which preserves all the
symmetries of the theory under study. Therefore, let us implement a continuum regularization

procedure [33]. We begin with a regularized Markovian Parisi-Wu Langevin system:

9 55, ;
590(7—7 ZL‘) - 5 (,O(I) |t,0(:v):<p(7', x) + /d ) R:vy(A) 77(7'7 y) (35)

The Einstein relations, given by Eqgs. (5) and (6), are maintained. The regulator R(A) that
multiplies the noise is a function of the laplacian:

Agy = /dd'z (01)22(0) 25 (36)

where
(On)ay = 8ﬁ5d(x —y). (37)
We will be working with a heat kernel regulator with the form:

A
R A) = exp( 15 ). (38)
where A is a parameter introduced to regularize the theory. The basic restrictions on the form
of this heat kernel regulator are:

R(A; M) a—oo = 1, (39)
or

ny(A? M) amoo = 6d(x —9), (40)

which guarantees that the regularized process given by Eq.(35) reduces to the formal process
given by Eq.(3) in the formal regulator limit A — oo.

With this modification in the Langevin equation, it is possible to show that all the contri-
butions to the n-point function at all orders in the coupling constant A are finite. For instance,
the contribution to the two-point function at the one-loop level given by Eq.(32) is rewritten as:

(b)| ——5Wu;+k) B, ! /d%——%L— (41)
e 2 TR ) (R 2m) ) (R )

where Ry, is the Fourier transform of the regulator, i.e.,
Ry (A) = R(A; A)[az—pe (42)

Now we use this method to discuss the quantization of scalar theories with self-interaction in
a curved spacetime without event horizon and in a flat manifold with event horizon. Being more
specific, we are interested to investigate the Ap? theory in the Einstein spacetime and Rindler
spacetime, respectively.
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3 Stochastic quantization for the (\p?); scalar theory: the
Einstein case

The aim of this section is to implement the stochastic quantization and the stochastic regular-
ization for the self-interacting A¢* theory in the one-loop level in the Einstein spacetime.

We have been working in an Euclidean space R¢ x R™), where R¢ is the usual Euclidean
space and R ) is the Markov sector. Now let us generalize this to a more complicated case,
i.e., let us work in a general (and, for the time being, static) Riemannian manifold M. In other
words, we will consider a classical field theory defined in a M x R ) manifold coupled with a
heat reservoir. Therefore, for d = 4, the Parisi-Wu Langevin equation reads

0 (7. 2) 1 65,
Zo(rya) = — e 0
67'@ VI ()

where g = det g, and the classical action Sy is given by

lo(@)=e(r,2) +1(T, T), (43)

So = / d'z /g L. (44)

In the above equation L is given by

1 1
L= 3 9w 0,00, + 3 (m? + ER) . (45)
Note that we introduce a coupling between the scalar field and the gravitational field represented
by the term £ Rp?, where £ is a numerical factor and R is the Ricci scalar curvature. The random
noise field n(7, ) obeys the following generalized Einstein relations:

(n(r,2) )y =0, (46)
and 5
(n(r,x)n(r', ")), = 5w —a)o(r—7'). (47)
g()

Substituting Eq.(44) and Eq.(45) in the Langevin equation given by Eq.(43), we get:

0
Sop(r,a) = = (=& m? 4 ER )7, ) + (7, 0), (18)
where A is the four-dimensional Laplace-Beltrami operator defined by:

A = g_l/2au(gl/2g;wau>
= guuvuvua (49)
V denoting the covariant derivative.

To proceed, as in the flat situation, let us introduce the retarded Green function for the
diffusion problem G(7 — 7/, z,2") which obeys:

o+ (At e )= ) = i@ 60
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ifr—7">0 and G(r — 7, x,2") =0 if 7 — 7" < 0.
Using the retarded Green function and the initial condition ¢(7, z)|,—o = 0, a formal solution
to Eq.(48) reads

o(r,z) = /OT dr’ /Q d*2’ \g(z") G(r — 7',z — 2" (T, 2). (51)

We see that, in order to solve Eq.(48) we need to invert the differential operator given by
Eq.(49). Depending on the metric g, defined on the manifold, this could be a difficult task. In
the Euclidean case this is easily solved, since we decompose the fields in Fourier modes (plane
waves), which are solution to the Klein-Gordon equation in a flat metric; each Fourier mode, as
we have seen, obeys a Langevin equation. So, if the Klein-Gordon equation in a general curved
manifold allows us to obtain solutions which can be decomposed in modes separated in a similar
manner to the flat case, we may as well decompose our fields in these modes in a way that each of
them, again, will obey a Langevin equation. Then, Eq.(48) can be solved in a simple and direct
way. Of course, this procedure will help us if we admit manifolds with global killing vectors,
which, unfortunately, is not always the case. So admitting that this is the case, we may write
the mode decompositions as:

o(r,2) = [ dii(k)on(r)ue(e), (52)

and
n(r,a) = [ d(k)ne(r)u(a), (53)

where the measure fi(k) depends on the metric we are interested in. For instance, in the flat
case, we have that in a four dimensional space dji(k) = d*k and the modes uy(x) are given by:

u(z) = ek, (54)

So we see that, in the flat case, Eqs. (52) and (53) reduce to the Fourier decomposition given
by Egs.(10) and (11), respectively.

Now let us apply this formalism to the Euclidean Einstein manifold. The general Robertson-
Walker line element is given by [41] [42]:

3
ds* = —dt* + a*(t) Z hijdxidxja (55)

i,7=1
where:
3 _
S hyda'd = (1 Kr?) " dr 4 ?(d6? + sin® 6do?)

i.j=1

= dx* + f2()(d” + sin” ¢do?), (56)

and, for the Einstein manifold (K = 1), f(x) =7 =siny, 0 < x < 27.

The Eq.(56) gives the line element on the spatial sections in the pseudo-Riemannian case
which are hyperbolic, flat or closed depending on whether K = —1,0, 1, respectively. Writing
C(p) = a*(t), with the conformal time parameter p given by

o= " dta\ (@), (57)
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the line element can be recast in the form:

3
ds* = C(p) <—d,02 + > hijdxidxj). (58)

ij=1
In the simplest case, namely static space-times with C(p) = C' = a® = constant, the scalar
curvature is given by R = %. After the Wick rotation, we are working with the Euclidean

Einstein manifold. In this case, we may decompose the modes as:
up(z) = C712X(T)et*er, (59)
with & = (7,0, ¢) or (x, 0, ¢) and X; being a solution of
AOXy = (¢ - K) Xp. (60)
In Eq.(60), A® is the Laplacian associated with the spatial metric hij:
A = h720,(hM21h1 ;). (61)
Further, the functions X;: are normalized such that:

/ &Pz b3 Xo(7)X5(Z) = 6(k, k), (62)

kl

where 0(k, k') is the 6-function with respect to the measure ji:

—

[ k) £, = £, (63)
The eigenfunctions X of the three dimensional Laplacian are, for K = 1:
X;(#) = I () Yars (0, 6), (64)

with k = (¢, /S M), M =—J,—J+1,..,J,J=0,1,...,¢g—1and ¢ = 1,2, .... The Yj;; are the
usual spherical harmonics. The functions II7; can be defined from [43]:

- L9 o N A d 1+J
HqJ(X) = |:§7Tq (¢“+1)...(¢"+J )] sinh X(dcoshx) cos qx, (65)

by replacing ¢ by —iq and x by —ix in the latter.
With these definitions, the measure fi(k) for the Einstein universe is defined as follows:

/ dji(k) = % / dk, % (66)

So, inserting the mode decomposition given by Eq.(59) in Eq.(48) we have that each mode
coefficient satisfy the Langevin equation given by
T orlr) = ~ G K+ 12)pe(r) + melr) (67)
—Pe(T) = —— T T
87% C H) Pk kAT ),
where k? = ¢* + kz and p? = Cm? + (66 — 1)K and K = 1. For simplicity, we redefine
o (B + %) = (K +41%).
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The solution for Eq.(67), with the initial condition ¢g(7)|,—0 = 0, reads:

on(7) = /O " AP G, T k), (68)
where
G(7,7') = exp (—(k* + p?)(r = 7)) O(7 — 7') (69)

is the retarded Green function for the diffusion problem.
Using the Einstein relations, we get that the mode coefficients for the random noise satisfies

(Me(7) )y =0 (70)
and
(e (T) e (77) )y = 20(7 — )8 (e, ), (71)

where §*(k, k') = 8(k, + k/,)0gq: 00 Ons 1 -
The two-point function Dy (7, 7") can be calculated in a similar way as in the Euclidean flat case.
We have

Di(r. ) = e (k. K)

) (=@ IT=r') _ =@+ (72)
(s

(k% + 1)
or, in the “coordinate” space:

D(r,7"x,2") = /dﬂ(k)uk(x)uZ(x')Dk(T,T'):

[l * ! - T’ - T+7!
/dﬂ(k)uk(ﬂf’)uk(%,)m (e (RP+p?)|r=7"l) _ o=((B2+p*)(r+ ))), (73)

where [ dfi(k) is given by Eq.(66).
Now, let us apply this method for the case of a self-interacting theory with an interaction

action given by: 4 -
Sifel = [ d'w\Jg(0) 5 o' (@) (74)

In the same way, we can solve the equation using a perturbative series in A. The two-point
function up to the one loop level is given by:

(p(ria)p(r2,22) ) = (a) + () + (), (75)

where (a) is the zero order two-point function given by Eq.(72) and (b) and (c) are given
respectively by

A ~ 1
(b) = —3 & (ks k2)/ dﬁ(k)/o dr Gy, (11 — 7) Di(7, 7) Dy (72, 7)), (76)
A ~ 72
(c) = ) 54(’%’@)/ dﬁ(k)/o dr Gi,y (12 — 7) Dy (7, 7) D, (11, 7), (77)
where [ dﬁ(q) = % [ dk, 3, s XqXq. These are the contributions in first order. A simple

computation shows that we obtain, at equal asymptotic Markov parameters (1, = 75 — 00):

A 1 1 ~ 1
Olhenene = =500k mres | Wy
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Now we define the quantity I as:

. 1
/dﬁ(Q)m
- i / dk, Z X@X@ﬁ

~ [ ax, > XiXqy +b2) (79)

where b® = k> 4 pi. Tt is easy to show that the series in this equation is divergent. So, we need
a procedure to regularize it and obtain a finite quantity for the two-point function. As we will
see now, this can be done within the covariant stochastic regularization [33].

The generalization of Eq.(35) to general spacetimes for d = 4 is

9 ra) = — L 9%
o7 T g Sla)

where, for covariant reasons, the regulator is now a function of the covariant laplacian:

owrmetrin) + [ Y5 Ra(B) (7. ). (80)

Ay = /d4z (vu):vz(vu)zyv (81)
with
(Vi)aey = Vﬁ64(x —y). (82)
Using the mode decomposition Eq.(59), Eq.(80) reduces to
Srn(r) = ~ (K 4 i)eu(r) + ()R (53)
o PR = T )Pk Tk k>

where Ry, = R,y (A)|a=—r21+x and

Ry &) = [ dii(k)un()us (9) Ry (84)

Then, the solution for the regularized Langevin equation follows:
= [ arGilr. T (r ), (85)
where G (7,7') is given by Eq.(69). Then, it is easy to show that the zero order two-point

function and the regularized contribution (b), at the first order at the coupling constant are
given by, respectively:

1 R2 2 2 / 2 2 /
D N = —— 54k B —k (o= (E+u?)lr=T"]) _ o= ((*+p*)(7+7))
k:(7_77—) (27'(') ( ) )(k2 +,U/2> (6 € ) ) (86)
and A R? 1 R?
D)A|ry=ryoo = —= 0 (K1, K b /d~k7k. 87
(D)alri=n 30k 2)(k§+u2)(k%+k§+2u2) ﬁ()(k2+u2) (87)
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Let us isolate the part where we had problems. We have:

dg(
/ Bk k‘2 + (k2 + u2)
Lk, ¥ i
dk, X Xg (88)
"o T T (k2 + )
After some tedious calculations [44] [45] [46], we arrive at:
1 0
Iy = 2 Socasoely / da(z® — p®)2er fe(v/ar), (89)
I

where er fe(x) is the complementary error function. At the expense of considerable labor, it is
possible to extend our results to the four-point function.

A quite important point is that this regularization procedure preserves all the symmetries
of the unregularized Lagrangian, since it is not an action regularization. The next step would
be to isolate the parts that go to infinity in the limit A — oo and remove them with a suitable
redefinition of the constants of the theory, i.e., carry out the renormalization program. A natural
question now would be if we can actually renormalize all the n-point functions at all orders
at the coupling constant A. Birrel [47] has given arguments that a priori we cannot expect
that a regularization independent proof of the renormalizability of the A¢* theory in a curved
background exists. One attempt of general proof of renormalizability of Ap?* theory defined in
a spacetime which can be analytically continued to Euclidean situation was given by Bunch
[48]. Using the Epstein-Glaser method, Brunetti and Fredenhagen [49] presented a perturbative
construction of this theory on a smooth globally hyperbolic curved spacetime.

Our derivation shows that the stochastic regularization may be an attempt in a direction
of such regularization independent proof, even though we are restricted to the same situation
studied by Bunch. Indeed, we know that, in this case of the Einstein universe, the free two-point
function presents itself as a sum of Minkowski space positive frequency two-point functions, so,
it is natural to expect that, as it is in the Minkowski case, a regularization independent proof of
the renormalizability of such interacting theory does exist, at least for the Einstein universe.

4 Stochastic quantization for the (Ap?); scalar theory: the
Rindler case

Now let us consider the stochastic quantization in a spacetime with an event horizon. The
Schwarzschild black hole is the most familiar solution to the vacuum Einstein equations, which
has an event horizon. At the origin, there is a curvature singularity and at R = 2M we have
a singularity due to the bad behavior of this particular coordinate system. Although it is not
possible to extend the spacetime across the singularity, it is possible to analytically continue the
manifold from r > 2M to the region r < 2M, (r # 0). The maximal extension of the manifold
described by the Schwarzschild line element with 2M < r < oo is the usual Kruskal extension
[50]. The Kruskal spacetime defines two outer asymptotically flat regions and also two regions
inside the event horizon, bounded by the past and future singularities (see Appendix A). Since
we know that, close to the horizon, the Schwarzschild coordinates ¢t and r behaves as Rindler’s
spacetime coordinates, we shall investigate the stochastic quantization in the Rindler metric.
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Let us consider a d-dimensional flat Minkowski spacetime where we are using the usual
cartesian coordinates y* = (y°,y',...,y%"). It is possible to find a curvilinear coordinate sys-
tem a* = (t,2',...,2%72, 2), called the Rindler’s coordinate system and can be shown that this
coordinate system is one naturaly adapted to an observer with constant proper acceleration. It
is important to stress that this coordinate system with the respective coordinate transforma-
tion cover only the region y¢~! > |y°|. Since this coordinate system does not cover the whole
Minkowski spacetime, we can define three coordinate transformations with the respective coordi-
nate systems defined in different regions of the Minkowski spacetime. These regions are known in
the literature as Rindler’s L, Milne F, and finally Milne P. The four coordinate transformations
and the coordinate systems together cover all the Minkowski spacetime. The coordinate system
that cover the region inside the light cone is the d-dimensional Milne spacetime.

The implementation of the canonical quantization in Rindler’s spacetime is very simple,
since if the spacetime has a stationary geometry, there is a time-like killing vector field K
that generates one-parametric Lie group of isometries and the orthogonal modes which satisfies
Lruy(x) = —iwu,, where Lk is the Lie derivative with respect to K and the w,(x) are the
positive frequency modes. In this situation, there is a natural way to define positive and negative
frequency modes. Note that the Rindler’s line element is ¢ independent, and consequently there
is a straightforward way to define positive and negative frequency modes in order to impose the
canonical quantization in Rindler’s spacetime.

It has long be recognized that the Rindler’s vacuum |0, R) that appear in the Fulling canon-
ical quantization of a scalar field in the Rindler’s spacetime is not unitarily equivalent to the
Minkowski vacuum | 0, M >. Let us define the following generating functionals, Z(h) and Zg(h),
ie.,

(0, M, out| 0, M,in)y,
(0, M, out| 0, M,in),_,

Z(h) = (90)

and
(0, R, out|0, R,in),

91
(0, R, out| 0, R,in),_, (91)

where |0, M, in), |0, M, out), |0, R,in) and finally | 0, R, out) are the IN and OUT vacuum states
for the theory with the Minkowski and Rindler Hamiltonian density respectively.

Starting from Z(h) it is possible after analytic continuation and imposing periodicity in
the Euclidean time, to define Z(f;h), i.e., the finite temperature Schwinger functional. Tt is
clear that limg_.oZ(0; h) = Z(oco; h) = Z(h), where Z(oo; h) is the zero temperature Euclidean
functional which generates the Schwinger functions in the whole Euclidean space. At the same
way it is possible to define Zz(3;h), i.e. the finite temperature Euclidean Rindler functional.
Again we have limg_.oo Zg(0; h) = Zr(oco;h) = Z(h), where Zg(oo; h) is the zero temperature
Euclidean functional which generates the Schwinger functions in the analytic extended Rindler
manifold.

JFrom the above definitions, let us define the following Schwinger functions. We are following
the discussion of Christensen and Duff [51]:

i) Gp(x,z’) two-point function, i.e. the Schwinger function obtained from the finite temper-
ature Schwinger functional.

ii) Goo(x, 2") two-point function, i.e. the Schwinger function obtained from the zero temper-
ature Schwinger functional.

Now, let us analyse the two-point function that we are able to construct in the Euclidean
manifold. Remember that the Rindler Euclidean metric possesses a coordinate singularity at

Zr(h) =
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the origin where z = 0. The point z = 0 is a conical point of the Euclidean manifold but is a
regular point if the Euclidean time is periodic.

i) GW(z,2") two-point function which is periodic in the Euclidean Rindler’s time. This is the
usual scalar two-point Schwinger function. It is a function of the geodesic distance beween two
points in the manifold. Since all path around the origin are topologically equivalent, therefore
GW(x,2') should be periodic in Euclidean Rindler’s time. Therefore these Green’s functions
can be generated by functional derivatives in the Z(3; h), i.e., the finite temperature Schwinger
functional.

ii) GO (x,2") two-point function. This two-point function appears in the situation where the
FEuclidean space has a hole in the origin. In the case where the two points are on the circular
world-line it is possible to relate the two two-point functions G (z,2') and G© (2, 2). This can
be done using a simple trigonometric identity

GY(r,7") = i GOt 7 + %Tn) (92)

n=—oo

Since the finite temperature Schwinger function must be periodic in the Euclidean time with
periodicity 3, making the identification § = 27” it is clear that GV (z,2") = Gy(x, 7). Also we
have GO (z,2") = G (x,2'). Therefore these Green’s functions can be generated by functional
derivatives in the Z(oo; h) which is the zero temperature Euclidean functional which generates
the Schwinger functions in the whole Euclidean space.

Now, after a Wick rotation, we should apply the stochastic quantization for the four-dimensional
Rindler space, which becomes a multiple connected manifold, with the Euclidean metric:

ds* = 22dt* + dx? + das + dz*. (93)
In the Euclidean Rindler space, the Langevin equation for the field ¢(x) reads:

0 950
5P 0) =~V o lter=etn ) (7 2), (94

where Sy is the Euclidean action for the scalar free fields. Notice that this expression is quite
different from the Langevin equation for the Einstein metric, Eq.(43), since we have inverse
power of the determinant of the metric multiplied by 55 0. So, with the Rindler metric given
above, we have:

J () = (A + Pm)p(r, ) (. ), (95)

where the operator A is defined by:
A=0;+2°(02 + 02 +02) + 20.. (96)

To proceed with the implementation of the stochastic quantization, we have to use the generalized
Einstein relations, given by Eq.(46) and Eq.(47).

;From the modes presented by references [52] [53], we can obtain the following Euclidean
modes:

1 /2 o
U (%, 2) = 5 2<l/smh(7w)> eI, (12), (97)

™
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where k.7 = kot + kvx1 + koxo, pt = \/ k2 +m? and K, (z) is the Macdonald function. This are
normalized such as:

1 [dz o(v, V)
_Kiu Kiu’ = . ’ X .
z (1) K (12) (v + v/)(sinh(mv) sinh(7/))1/2

(98)

T2

Now, we use the general mode decomposition, given by Eq.(52) and Eq.(53), with the following

measure: dk
/dﬂ(k;) :/ du/ dE:/ du/ dk, / dky [ 20 (99)
0 0 2T

Remembering Eq.(97) for the modes, we will have again that each mode coefficient obeys a
Langevin equation of the form:

0

572w (7) = =(kg + 1) (7) + 1o (7). (100)

The solution for Eq.(100), with the initial condition ¢, (7)|,—0 = 0, reads:

o () = /0 " A G (7, (7 B, (101)

where

G (1,7') = exp (—(kg + (1 — T')) O(r— 1) (102)

is the retarded Green function for the diffusion problem. Using the Einstein relations, we get
that the mode coefficients for the random noise satisfies

{(1(7) ) =0 (103)

and
(e ()i (7)Y = 20(7 — 7')6(k, K)o (v, 1), (104)

where 6(k, k') = 8(ko + k)6 (k + k).
The two-point function D{(7,7’) can be calculated in a similar way as in the Einstein case.

We have

1 2 2 ’ 2 2 /
0 — —((kg+v?)|T—7 —((kg+v*) (4T
Dy, (1, 7) = 6(k, K)d(v, V/)W (e ((kg+)r=7"]) _ o= ((kg+v>)( ))) 7 (105)

or, in the “coordinate” space:

1 o0
D°(z,2's7,7) = ﬂ/ du/ dk v sinh(7v) Ky, (u2) Ky, (p2')
m* Jo
e (em @8 +2r=r'D — =0T+ (106)
k& + 12

In the limit 7 = 7/ — o0, and proceeding with similar steps as in reference [52], one may
prove that we have obtained the usual result for the free two-point function, i.e., the Schwinger
two-point function for a (straight-line) geodesic distance between the points z e /. As is well
known [51], this function is determined uniquely by the requirement that, in the absence of
any holes in space, one identifies the “angle” ¢ (which is the Euclidean “time”) with the angle
t + 2mn (n =integer) because all paths around the origin are topologically equivalent. Thus,
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as expected, D° should be periodic in ¢t with period 2. But we know that, when we do the
analytical continuation ¢ — 4t in the Rindler metric, the event horizon, which in Minkwoski space
is represented as an impenetrable barrier to the accelerating observer, translates in Euclidean
language into the statement that closed paths around the origin cannot be continuously shrunk
to a point. An inertial observer sees a space with the usual topology, R*, but the topology seen
by the accelerating observer is different, i.e., his space has a hole in it. Then, paths winding
around the origin cannot all be deformed into each other; they fall into topologically distinct
classes labelled by the winding number n. Now, we do not identify ¢ with ¢4 27n. This two-point
function, which we shall call D!, exhibits an infinite periodicity. To obtain it, we should work
with the following modes [54]:

1 A
Uy (T, 2) = 7.2 (vsinh(v))Y/2eikrzithaz)—holtl fe ()2 (107)

With this prescription, we obtain the same results as found in literature [55]:

n=-4o0o
Dz, o's7,7) = > DNwx,a'i7,7)
LS o [ ks () K)o ()
= — v vsinh(nv) K, (pz) K, (12
Art = _Jo H H

ei(klx1+k2x2)7ko‘t+2ﬂ'n|

~((B+2) =) _ o=~ ((3+2) (7 +7)
TR et ) o

where the geodesic distance between the points x and 2’ is an arc length in the function D!.
It is interesting to note that, using the modes given by Eq.(107) (see reference [54]), and then
summing up all configurations with a winding number n we reach the same result as using the
modes given by Eq.(97) (see reference [52]).

Let us repeat the method for the case of self-interacting theory with the interaction action

given by: \
Siliel = [ d'z[ol@) 5 ' (@), (109)

In this case, we have similar equations to the Einstein case. Eq.(32) reads, in the Rindler space:

A - 71
(8) = =3 ks, k2)o (1, v2) [ dB(k) [ dr Gy (11 = T)DR (1. 1) DRy () (110)
which, in the limit 7 = 7/ — 00, becomes:
A 1 1 ~ 1
D)oo = — 2 (ke k)8 (11 /d B——— (111
()|1 2 2 (1 2) (Vl VQ)(]C%—FI/%)(]C%—FIC%—}-V%—}-VQQ) ﬁ( )(k‘2+V2) ( )

with similar divergences and [ d3 = [ dv [ dkv sinh(7v) Ky, (pz) K, (pz). Now, we may apply
the continuum regularization as before [33], with a regulator that is a function of the following

operator:
A =207, 4+ 02, + 02) + 20, — 2*m”. (112)

The regularized Langevin equation reads:

Sron(T) =~ + 1)) + Riain (7). (13)



b r=INE-Ulz/Ud

with the solution:
Or (T / d7' G (7, T )R (7', k). (114)

where Ry, (A) = R(A’; A)|ar—,2. Then, it is easy to show that the zero order two-point function
and the regularized contribution (b), at the one loop level are given by, respectively:

R2V —((K2+v?)|r—1' —((k3+v?)(r+7'
D (1, 7) = 6(k, K)é(v, V,)(kal/Q) (6 (B+v)lr=']) _ o= ((§+v?)(r+ )))7 (115)
and

R} 1

A 2 " R?
D) sy = — 2 (K1, k2)O(11, /d B)—k__ (116
( )’ 1 9 ( 1 2) (Vl l/2)(l€%—|—l/22) (k%—i-k%—l-l/%-i-l/%) B( )(ICQ—G—VQ) ( )

So, the regularized part of the contribution above reads:

—2,2

47T4/ du/ dk/ —ysmh(ﬂy)Kw(uz)Kw(uz) I;—T—lﬂ' (117)
With some tedious manipulations [44] [45] [46], we arrive at:
1/2A 22A2
1=(3) Sg e rm), (118)

where the function f(A, z) is given by

imaA?

/= /+°° —K1 (my)e A28°‘2 <€MiA2@rfc<—2AW(ia+7r)> —e erfc( 2\/_( Oz—7r)>>,
(119)
where 7% = 22%(1 + cosh ) and er fc(x) is the complementary error function, which satisfies the
identity:
erfe(—z) =2 —erfe(x). (120)

It is not possible to present the solution of the integral in Eq.(119) in terms of known
functions. In spite of this inconvenience, it is easy to see that this function f(A,z) has strong
convergence, proving that we indeed regularize the contribution for the two-point function at
the one-loop level. Similar calculations can be carried out for the four-point function.

5 Conclusions and perspectives

The stochastic quantization method was used to study self-interacting fields in manifolds which
can be analytically continued to the Euclidean situation, i.e., static Riemannian manifolds,
namely, the Einstein manifold and the Rindler manifold. First, we have solved a Langevin
equation for the mode coefficients of the field, then we exhibit the two-point function at the one-
loop level. It was shown that it diverges and we have used a covariant stochastic regularization
to regularize it. It was shown that, indeed, the two-point function is regularized.

A natural question that arises, when we work in Rindler space, is that what happens to
the noise field correlation function, Eq.(47), near an horizon. From this equation, we see that,
whenever we have g = det g, = 0, this correlation function diverges, and, therefore, all n-point
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correlation functions ( (71, 1)@ (72, €2)...¢0(Tn, ) ) Will have meaningless values, in virtue of
the solution of the Langevin equation. We may implement a brick wall-like model [56] [57]
in order to account for these effects; in other words, we may impose a boundary condition on
solutions of the Langevin equation at a point near the horizon. On the other hand, in the limit
g = det g, — 00, all the correlation functions vanish.

An issue that was not discussed was the form of the Langevin equation in curved background.
It seems that it depends on the nature of the metric and of the field considered. A Langevin
equation of the form Eq.(94) is expected for all cases where we have an differential operator of

the form:
A+ f(z)m?, (121)

where f(z) is a smooth function of the points of the space-time. This happens in the cases of
the Schwarzschild metric and the Rindler metric.

The link between our results and the program to implement the perturbative renormalization
in domains where the translational invariance is broken [58] [59] [60] [61] is under investigation
by the authors.
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A The Kruskal extension of the Schwarzschild spacetime.

The spacetime of a spherically symmetric non-rotating and eletrically neutral body is described
by the Schwarzschild metric

r

2M 2MN 1
ds* — — (1 _ —) dt + (1 _ —) dr? + 1r2d6?, (A1)
T

where dQ? = df*+sin? § d¢ is the metric of the unit two-sphere. The coordinate system (¢, 7,6, ¢)
provides a frame in which the metric components are time-independent. Since, it is possible to
find a Killing vector field which is hypersurface orthogonal to the family of spacelike hypersurfaces
t = cte, the Schwarzschild solution is also static. The line element given by Eq.(A.1) describes
the external gravitational field generated by any spherical mass, whetever its radius [62]. This
includes several interesting situations, as a spherically symmetric star which undergoes radial
pulsations or ever a radial spherically symmetric gravitational collapse. In the extreme case of a
complete gravitational collapse, we have to consider the Schwarzschild line element as an empty
spacetime solution for all values of r. Since the line element has two singularities, one at r = 0
and another at r = 2M, it represents only one of the patches 0 < r < 2M or 2M < r < .
It is not difficult to show that although the Schwarzschild line element is singular at r» = 2M,
all the invariants constructed with the Riemann tensor and its contractions are well-behaved at
r = 2M, and this point is a singularity due to an inappropriate choice of coordinates.

On the other hand, choosing the Schwarzschild line element to describes the patch 0 < r <

. . 2
2M, we have that the curvature scalar diverges at r = 0, since we have R, ,, "7 = 48;‘64 .
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Therefore this point is a real spacetime singularity. Thus, although it is not possible to extend
the spacetime across the singularity, it is posssible to analytically continue the manifold from
r > 2M to the region r < 2M, (r # 0). The maximal extension of the manifold described by
the Schwarzschild line element with 2M < r < oo was obtained by Kruskal.

. From the condition for null geodesics it is possible to show that the radial null geodesics in
the Schwarzschild spacetime are given by

(%)2 B (r —TQM)Q’ (2-2)

and allow us to define r* as

. dr r
and it is clear that the radial geodesics must satisfy t = r* + cte or t = —r* + cte.

The next step is to define the null coordinates u and v, where v =t — r* and v = t + r*.
Obviously, it is possible to write the Schwarzschild line element in terms of the null coordinates
u and v, and we have

QMQ_QTW (v—u)

ds* = et dudv + r*dQ?, (A.4)

r

where the metric of the unit two-sphere is inalterated. To go further, let us define new coordinates
U and V', where

U= exp(ﬁ), (A.5)
and v
V= exp(m), (A.6)

Using the coordinates U and V', the metric can be written as

32M3e3m
T

ds? = AUV + r2d922. (A.7)

The value r = 2M is no more a singularity, since corresponds to U = 0 or V' = 0. Finally, to
obtain the Schwarzschild metric in the Kruskal form we have only to define the coordinates T'
and X, by choosing T'= (U + V) and X = 3(V — U). The final form of the Schwarzschild
metric in terms of the Kruskal coordinates (7', X, 0, ¢) is

,  32MPe am
N r

ds (—dT? + dX?) + r2dQ2. (A.8)

Note that the coordinate transformation between the original coordinates (¢,7) and the Kruskal
coordinates (T, X) is given by

2_p2_ (T _ .
At (QM 1) P (QM) ! (4.9)
and T
t = 4M tanh™! (§> : (A.10)



b r=INE-Ulz/Ud

Therefore, we show how it is possible to analytically continue the manifold from r > 2M
to the region r < 2M, and the event horizon, a sphere of radius » = 2M is only a coordinate
singularity, which can be removed by a suitable coordinate transformation. Althought the ap-
parent singularity at the horizon has disappeared, there are true singularities in the Kruskal
extension of the Schwarzschild spacetime. The physical singularity at » = 0 corresponds to the
values X = /7?2 —1 and X = —v/T? — 1. The original Schwarzschild solution for » > 2M
corresponds to the region where observers can obtain information. Since there are two event
horizon, the future event horizon and the past event horizon, the Kruskal spacetime defines two
outer asymptotically flat regions and also two regions inside the event horizon, bounded by the
past and future singularities. The black-hole is the maximal analytic extension of the vacuum
Schwarzschild solution. It is well known that close to the horizon, the Schwarzschild coordinates
t and r behaves as Rindler’s spacetime coordinates.
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